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Chapter 1

Preface

For two decades, a comprehensive, three-dimensional global atmospheric general circulation
model (GCM) is being provided by the National Center for Atmospheric Research (NCAR,
Climate and Global Dynamics Division) to university and other scientists for use in analysing
and understanding the global climate. Designed as a Community Climate Model (CCM) it has
been continuously developed since. Other centres have also constructed comprehensive climate
models of similarly high complexity, mostly for their research interests.

As the complexity of general circulation models has been and still is growing considerably, it
is not surprising that, for both education and research, models simpler than those comprehensive
GCMs at the cutting edge of the development, are becoming more and more attractive. These
medium complexity models do not simply enhance the climate model hierarchy. They support
understanding atmospheric or climate phenomena by simplifying the system gradually to reveal
the key mechanisms. They also provide an ideal tool kit for students to be educated and to
teach themselves, gaining practice in model building or modeling. Our aim is to provide such
a model of intermediate complexity for the university environment: the PlanetSimulator. It
can be used for training the next GCM developers, to support scientists to understand climate
processes, and to do fundamental research.

From PUMA to PlanetSimulator: Dynamical core and physical processes comprise a gen-
eral circulation model (GCM) of planetary atmospheres. Stand-alone, the dynamical core is a
simplified general circulation model like our Portable University Model of the Atmosphere or
PUMA. Still, linear processes are introduced to run it, like Newtonian cooling and Rayleigh
friction, which parameterise diabatic heating and planetary boundary layers. Though sim-
ple, PUMA has been enjoying a wide spectrum of applications and initiating collaborations
in fundamental research, atmospheric dynamics and education alike. Specific applications, for
example, are tests and consequences of the maximum entropy production principle, synchro-
nisation and spatio-temporal coherence resonance, large scale dynamics of the atmospheres on
Earth, Mars and Titan. Based on this experience we combined the leitmotifs behind PUMA
and the Community Model, to applying, building, and coding a 'PlanetSimulator’.

Applying the PlanetSimulator in a university environment has two aspects: First, the code
must be open and freely available as the software required to run it; it must be user friendly,
inexpensive and equipped with a graphical user interface. Secondly, it should be suitable for
teaching project studies in classes or lab, where students practice general circulation modelling,
in contrast to technicians running a comprehensive GCM; that is, science versus engineering.

Building the PlanetSimulator includes, besides an atmospheric GCM of medium complexity,
other compartments of the climate system, for example, an ocean with sea ice, a land surface
with biosphere. Here these other compartments are reduced to linear systems. That is, not
unlike PUMA as a dynamical core with linear physics, the PlanetSimulator consists of a GCM
with, for example, a linear ocean/sea-ice module formulated in terms of a mixed layer energy

>
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balance. The soil/biosphere module is introduced analoguously. Thus, working the Planet-
Simulator is like testing the performance of an atmospheric or oceanic GCM interacting with
various linear processes, which parameterise the variability of the subsystems in terms of their
energy (and mass) balances.

Coding the PlanetSimulator requires that it is portable to many platforms ranging from
personal computers over workstations to mainframes; massive parallel computers and clusters
of networked machines are also supported. The system is scalable with regard to vertical
and horizontal resolutions, provides experiment dependent model configurations, and it has a
transparent and rich documented code.

Acknowledgement: The development of the Planet Simulator was generously granted by the
German Federal Ministry for Education and Research (BMBF') during the years 2000 - 2003.



Part 1

Atmosphere: Wet Primitive Equations






Chapter 2

Model Dynamics

The primitive equations, which represent the dynamical core of the atmospheric model, consist
of the conservation of momentum and mass, the first law of thermodynamics and the equation
of state, simplified by the hydrostatic approximation.

2.1 A dimensionless set of differential equations

The prognostic equations for the horizontal velocities are transformed into equations of the ver-
tical component of the vorticity ¢ and the divergence D. A vertical coordinate system where the
lower boundary exactly coincides with a coordinate surface is defined by ¢ (the pressure normal-
ized by the surface pressure). Latitude ¢ and longitude A represent the horizontal coordinates
and the poleward convergence of the meridians is explicitly introduced re-writing the zonal (u)
and meridional (v) velocities: U = ucosg , V = vcosy and p = sinp. The implicitly treated
gravity wave terms are linearized about a reference profile Ty. Therefore, prognostic equation
for temperature deviations 7" = T — Tj are derived; we use a constant reference temperature
Ty = 250K for all o levels. The turbulent flux divergences due to prior Reynolds averaging
enter the dynamic and thermodynamic equations as parameterizations formally included in the
terms: P, Pp, Pr.

A dimensionless set of differential equations is derived by scaling vorticity ¢ and divergence
D by angular velocity of the earth €2, pressure p by a constant surface pressure p,, temperatures
T and T" by a*Q?/R and the orography and geopotential 1) by a?Q?/g (g is the acceleration
of gravity and R the gas constant for dry air). The dimensionless primitive equations in the
(A, p, 0)-coordinates [Hoskins and Simmons (1975)] are given by

Conservation of momentum (vorticity and divergence equation)

oa+f 1 OF, 0F,

— P, 2.1
of (=@ on  op ¢ (2.1)

oD 1 O0F, OF, 9 9
— = —V°E — Tolnp,) + P, 2.2

Hydrostatic approximation (using the equation of state)
99

0= 2.3
dlno (23)
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Conservation of mass (continuity equation)

1

J0lnp,
=— | Ad 2.4
s == [ Ado (2.4
0
Thermodynamic equation
oT’ oT J
— =Fr—0— T+—+P 2.
It T 080+/€W +cp+T (5)
with the notations
B ou ,01n py
F,=— U—62 —(1— 2Ll
(CH+HU =5 = (1= o
1 oUuT) oVT) ,
Fr=— — DT
L ) N T
P+
20— 1)
1 o
J:a/Ada—/Ada
0 0
w 1
W=—-—=V Vlnps——/AdJ
P o
0
A=D+V -Vinp, =1V p,V

Here is ¢ the vertical velocity in the o system, J the diabatic heating per unit mass and E
the kinetic energy per unit mass. The streamfunction 1 and the velocity potential y represent
the nondivergent and the irrotational part of the velocity field

oY Ox oY ox .
(1,2 %Y 99X _ 9 _ 29X _ w2 _ 2
U=-(1 M)8ﬂ+8)\andv_6>\+<l u)aMWth—leandD_Vx.

2.2 Mode splitting

The fast gravity wave modes are linearized around a reference temperature profile fo. Now, the
differential equations (2.142.5)) can be separated into fast (linear) gravity modes and the slower
non-linear terms (Np, N, Nr). The linear terms of the equations contain the effect of the
divergence (or the gravity waves) on the surface pressure tendency, the temperature tendency
and the geopotential. A discussion of the impact of the reference profile on the stability of the
semi-implicit numerical scheme is presented by [Simmons et al.(1978)].

oD

E = ND — V2(¢ + TO lnps) (26)

S (2.7)

1

Olnp,

e N, /Dda (2.8)
0
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o1’ o7y
= Np — 67— W T, 2.9
o T T 0L TRt (29)
with the non-linear terms
1 or, F,
Np = + 4 —-V'E+Pp

(1—p?) O Op

1

M:—/m—mw

oT, oT’ J
Ny = Fr — oy—2 — 6 + kWnTy + sWT' + = + Pr
do do Cp

and the notations

aL—U/DdU—/Dda
0 0
1 o
UN:U/[A—D]dJ—/[A—D]dJ
0 0
1 g
WL———/DdU
o

A—D:V-Vlnps

1 o
d:U'L—i-U'N:a/AdU—/AdU

0 0
o

W:WL+WN=I7-V1npS—1/Ado
7 0

The index L denote the linear and /V the non-linear part in the vertical advection (dg—g) and
the adiabatic heating or cooling (kW T with W = %) The non-linear terms are solve explicitly
in the physical space (on the Gaussian grid; section and the linear terms are calculated

implicitly in the spectral space (for the spherical harmonics; see section 2.3.1]).

2.3 Numerics

Solving the equations requires a suitable numerical representation of the spatial fields and their
time change. A conventional approach is spectral representation in the horizontal using the
transform method, finite differences in the vertical, and a semi-implicit time stepping.
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2.3.1 Spectral Transform method

The spectral method used in the computation of the nonlinear terms involves storing of a large
number of so-called interaction coefficients, the number of which increases very fast with increas-
ing resolution. The computing time and storing space requirements exceed all practical limits for
high resolution models. Furthermore, there are problems to incorporate locally dependent phys-
ical processes, such as release of precipitation or a convective adjustment. Therefore, the equa-
tions are solved using the spectral transform method [Orszag (1970), Eliassen et al. (1970)].
This method uses an auxiliary grid in the physical space where point values of the dependent
variables are computed.

The prognostic variables are represented in the horizontal by truncated series of spherical
harmonics (@ stands for ¢, D, T and In p;)

QN p,0,t) = Z Z Q™ (o, t)P™ ()™ (2.10)

m=—M n=|m|

= Qo )P (1) +2 320, 3ol @t (0, ) B ()e™

For each variable the spectral coefficient is defined by

Q' (o,t) //Q (A, p, 0, 1) P™(p)e” ™ d\dp (2.11)

The spectral coefficients Q7 (o,t) are obtained by Gaussian quadrature of the Fourier coef-
ficients F'™ at each latitude ¢ which are calculated by Fast Fourier Transformation with

F™(pu,0,t) = /Q (A, i, 0, t)e ™M

The auxiliary grld in the physical space (Gaussian grid) is defined by M, equally spaced longi-
tudes and J;, Gaussian latitudes with M, > 3M + 1 and J, > 0.5(3M + 1).

2.3.2 Vertical discretization

The prognostic variables vorticity, temperature and divergence are calculated at full levels and
the vertical velocity at half levels. Therefore, the vertical advection for the level r is calculated
(@ stands for ¢, D, T and Inpy)

(dg—?)ﬁfm[dr+o_5(Qr+1 - Qr) + dr—O.S(QT - Qr—l)] (212)

For the hydrostatic approximation (3) an angular momentum conserving finite-difference
scheme [Simmons and Burridge (1981)] is used which solves the equation at half levels (r +
0.5;7 = 1,...,n;n = number of levels)

d .
¢ +T=¢r 105 — ¢r—o5 + 1, - In Iri0s (2.13)
Olno Or—0.5

Full level values (r) of geopotential are given by

¢T = ¢r+0.5 + arTr (214)

Or—05, Or+05
In
AUT 0r—0.5

with oy = 1-— and AO'T = 0r105 — 0r—0.5



2.3. NUMERICS 13

2.3.3 Semi-implicit time stepping

Sound waves are filtered by the hydrostatic approximation (filter for vertical sound waves) and
the lower boundary condition in pressure or sigma-coordinates (vanishing vertical velocity at
the surface, i.e. the total derivative of the surface pressure is zero; filter for horizontal sound
waves). But the fast propagation of the gravity waves strongly reduce the time step of explicit
numerical schemes, therefore mode splitting is used (section [2.2)) and an implicit scheme for the
divergence is applied (see below). The vorticity equation is computed by an explicit scheme
(leap frog) and the common Robert/Asselin time filter is used [Haltiner and Williams (1982)].

The implicit formulation for the divergence is derived using the conservation of mass, the
hydrostatic approximation and the thermodynamic equation (eq. 2.9) approximated by its
finite difference analogues in time (¢) using the notation (for each variable D, T', In p,, and ¢)

QtJrAt _ Qtht —

5Q = A7 and Q =05(Q" +Q"%) = Q" + At6,Q

The divergence is calculated by the non-linear term at time step ¢ and the linearized term
which is a function of the geopotential (or the temperature tendency) and the surface pressure
tendency.

5D = Np' — 723 + To[lnpt 2t + At 6, In p,)) (2.15)
b= s = Ly[T2 + At5,T] = Ly[T"2 + At 6,7 (2.16)
SiInp, = N, — L,[D"™2 + At §,D] (2.17)

5T = Np' — Lp[D'™2" 4+ At §,D] (2.18)

The implicit formulation of the divergence equation is derived from the finite difference
analogues of the new time step t + At applied for each level r (r = 1,...n) which can also
formulated as a vector D with the n components.

1 —bn b21 e bn1 Dirat Di=At Ry
o . : Dt+At thAt R

b%z 1 .b22 : 2' _ 2. 1+ 92AL 2

bin b2'n T _ by DiFAt D=4t R,

In matrix formulation

(T — BAt2v2)5t+At — D=4t 4 2At[ND _ V2(q‘§t7m + fo lnpt*m)]

S

—2A? 72 (LyNp + TyN,) (2.19)

The matrix B = £¢£T+T;)[jp = B(o, k, T’o) is constant in time. The variables D, T, T", ¢ — ¢,
are represented by column vectors with values at each layer, as are also Np and Np. £, and
L are constant matrices, L, is a row vector (see Appendix C). The matrix B can be calculated
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seperately for each spectral coefficient because in the linearized part the spectral modes are

independent of each other.

(DA = (T + BAtc,) Y [(DM) 4 + 2AtR) (2.20)
" 7 1, = 20t =
(B = (= + BAR) [ (D)4 + 0 (2.21)

—imA

with V(P (n)e™™) = —n(n + 1) P (p)e™ ™ = —c, P (n)e



Chapter 3

Model Physics - Parameterizations

3.1 Surface Fluxes and Vertical Diffusion

3.1.1 Surface Fluxes

The bulk aerodynamic formulas are used to parameterize surface fluxes of zonal and meridional
momentum (wind stress) F,, and F),, sensible heat Fir and latent heat L F},, where F} is the sur-
face flux of moisture and L is the latent heat of vaporisation L,, or, depending on temperature,
the latent heat of sublimation L,:

F, = pCplvu

F, = pCylv]v
(3.1)
FT == CppCh |17| (’)/T—Ts)

LF, = LpC,Cy,|v](dq—qgs)

All fluxes are positive in downward direction. p denotes the density, ¢, is the specific heat
for moist air at constant pressure (¢, = ¢pq [1 4 (¢po/cpa — 1) ¢, where ¢,q and ¢, are the specific
heats at constant pressure for dry air and water vapor, respectively). C,, is the drag coefficient,
C}, is the transfer coefficient for heat, Ts is the surface temperature, gg is the surface specific
humidity and |9/] is the absolute value of the horizontal velocity at the lowermost level with a
prescribed minimum (default= 1 m/s) to avoid numerical problems. The wetness factor C,,
accounts for different evaporation efficiencies due to surface characteristics (Section [3.5.2)). u,
v, T and ¢ are the zonal and meridional wind components, the temperature and the specific
humidity, respectively, of the lowermost model level. The factors v and ¢ are used to relate
the model quantities to the respective near surface values. ¢ is set to 1 and ~ is set to give a
potential temperature:

Rq

7:(%>de (3.2)

where p is the pressure of the lowermost model level, pg is the surface pressure and Ry is
the gas constant for dry air.

While v, p, Cpn, Ch, |7, Ts and qg apply to time level t — At, values for u!t4t pi+at Ti+At

15
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and ¢4t are computed implicitly from the discretized tendency equations:
ut+At o utht _ B 1 tLAL _ g ,OCm |77| ut+At
2Nt pAz " ps Ao
ot At _ g t=At _ 1 prar 9pCn |7l Vi tAL
2Nt pAzY ps Ao
(3.3)
Tt+At _ pt=At _ 1 prrar o 9P Ch |7] (T2 — Ty)
2At cppAz- T ps Ao
gitAt — gt _ 1 t+AL M (6 t+at _ qs)
2At pAz 1 ps Ao

where ¢ is the gravitational acceleration and Ao = Ap/pg is the thickness of the lowermost

model layer.

In addition to the tendencies, the surface fluxes of momentum, sensible and latent heat
and the partial derivative of the sensible and the latent heat flux with respect to the surface

temperature are computed:

Fu = Cm |'l7’ utJrAt
Fv = p Om |1—}»| vt—l—At
Fr = ¢,pCy|0] (7T — Tg)
LFE, = LpC,Cy|t|(0¢™ — qs) (3.4)
s —¢p p Cn |1
(L F,) 9qs(Ts)
——Y = —_LpC,C,l|7

The derivatives of the fluxes may be used, for examples, for an implicit calculation of the
surface temperature (see Section [3.5.1]).

Drag and transfer coefficients

The calculation of the drag and the transfer coefficient C',, and C}, follows the method described
in Roeckner et al. (1992) for the ECHAM-3 model, which bases on the work of Louis (1979)
and Louis et al. (1982). A Richardson number dependence of C,, and C} in accordance to the
Monin-Obukhov similarity theory is given by

C = <m>2fm(}%i,z/zo)

(3.5)

k 2 .
Ch = <m> fh(R’L,Z/Zo)

where k£ is the von Karman constant (k = 0.4) and zj is the roughness length, which depends
on the surface characteristics (Section and Section [B.6). The Richardson number Ri is
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defined as

9Dz (veT — veTs)

i = TP (30

where v transfers temperatures to virtual potential temperatures to include the effect of
moisture.

Ry

e (E)) (2)°

where ¢ refers to the respective specific humidities and R, is the gas constant for water
vapor.

Different empirical formulas for stable (Ri > 0) and unstable (Ri < 0) situations are used.
For the stable case, f,, and f; are given by

1
Jm = 1+ (20Ri)/v/ 1+ dRi
(3.8)
£o— 1
" 1+ (3bRi)/VIt+dRi
while for the unstable case, f,, and f; are
2bRi
fm = 1- L 9 ;
1+3b0[m] \/—RZ<Z/Z(]+1)
(3.9)
3bRi
fn =

1—
1+3b0[m]2\/—R2 (Z/Z(] + 1)

where b, ¢, and d are prescribed constants and set to default values of b =5, c =5 and d =
5.

As in ECHAMS-3 for unstable condition over oceans the empirical formula from Miller et al.
(1992) is used to compute Cy,

Ch = Con - (1 = C)? (3.10)
with
0.0016 - (AB,)'/3
— 3.11
and

d is set to 1.25.

3.1.2 Vertical Diffusion

Vertical diffusion representing the non resolved turbulent exchange is applied to the horizontal
wind components u and v, the potential temperature 6 (= T(psg/p)F+/°¢) and the specific
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humidity ¢q. The tendencies due to the turbulent transports are given by

ou 10J, 10 ou
% p0: - po )
o0 _ 1ok, 10, o,
o poz p@zp " 0z
(3.13)
or _ 19 _ 10 P \Rafea 00
o poz paz(p h<p5) 62)
d  19J, 10 dq
ot pdz p@z(pKhﬁz)

where p is the pressure, pg is the surface pressure, R, is the gas constant for dry air and
Cpa 1s the specific heat for dry air at constant pressure. Here, the turbulent fluxes (positive
downward) of zonal and meridional momentum J, and J,, heat ¢, Jr and moisture J, are
parameterized by a linear diffusion along the vertical gradient with the exchange coefficients
K,, and K}, for momentum and heat, respectively. K,, and K, depend on the actual state
(see below). As the effect of the surface fluxes are computed separately (Section [3.1.1]), no flux
boundary conditions for the vertical diffusion scheme are assumed at the top and the bottom
of the atmosphere but the vertical diffusion is computed starting with initial values for u, v, ¢
and T" which include the tendencies due to the surface fluxes.

As for the surface fluxes, the equations are formulated implicitely with exchange coefficients
applying to the old time level. This leads to sets of linear equations for u!T2t, p!+at THAL and
¢'T2!, which are solved by a back substitution method.

Exchange coefficients

The calculation of the exchange coefficient K, and K} follows the mixing length approach as
an extension of the similarity theory used to define the drag and transfere coefficients (Section

and Roeckner et al. 1992):
ov

_ ]2 :
K, = lm _02’ fm(Rz)
(3.14)
K, = [? 8_27 f (R)
h = 92 h{d1?

where the functional dependencies of f,, and f, on Ri are the same as for C,, and C},
(Eq. and Eq. , except that the term

[m} 2 /% + 1) (3.15)

is replaced by

l?
(Az)3/2 21/2

(z+Az)1/3_1] 3/2 -

z

The Richardson number Ri is defined as

pi = 9 90ET)
T 0z

-2

8_17
0z

(3.17)
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with v from Eq. and vg from Eq. According to Blackadar (1962), the mixing lengths
[, and [, are given by

111
I kz Ay

(3.18)
1

1

1
Lok
with Ay, = A/ (3d)/2. The parameters A\, and d are set to default values of \,, = 160 m
and d = 5.
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3.2 Horizontal Diffusion

The horizontal diffusion parameterization based on the ideas of Laursen and Eliasen (1989),
which, in the ECHAM-3 model (Roeckner et al. 1992), improves the results compared with
a V¥ horizontal diffusion. The diffusion is done in spectral space. The contribution to the
tendency of a spectral prognostic variable X, is

0X,
ot

where n defines the total wave number. L,, is a scale selective function of the total wave
number and is chosen such that large scales are not damped while the damping gets stronger
with increasing n:

= —kyx Lo X, (3.19)

(n—ny)® for n>n,
Ly = (3.20)

0 for n<n,

where n, is a cut-off wave number. For T21 resolution the parameters n, and « are set to
default values of n, = 15 and a = 2 similar to the ECHAM-3 model (Roeckner et al. 1992).
The diffusion coefficient kx defines the timescale of the damping and depends on the variable.
In the model, kx is computed from prescribed damping time scales 7x for the smallest waves.
Default values of 7p = 0.2 days for divergence, 7 = 1.1 days for vorticity and 7p = 15.6 days
for temperature and 7, = 0.1 days for humidity are chosen, which are comparable with the
respective values in the T21 ECHAM-3 model exept for humidity where here a considerable
smaller value is used. In contrast to ECHAM-3 no level or velocity dependent additional
damping is applied.

For T42 resolution the respective defaults are: n, = 16, a = 4, 7p = 0.06 days, 7 = 0.3 days,
7r = 0.76 days and 7, = 0.1 days.



3.3. RADIATION 21
3.3 Radiation

3.3.1 Short Wave Radiation

The short wave radiation scheme bases on the ideas of Lacis and Hansen (1974) for the cloud
free atmosphere. For the cloudy part, either constant albedos and transmissivities for high-
middle- and low-level clouds may be prescribed or parameterizations following Stephens (1978)
and Stephens et al. (1984) may be used.

The downward radiation flux density F**"W is assumed to be the product of the extrateris-
tical solar flux density Fy with different transmission factors for various processes:

FY¥W = 15 Ey-Tr-To - Tw - Tp - Te - Rs (3.21)

Here, p refers to the cosine of the solar zenith angle and the factor Rg incorporates different
surface albedo values. The Indices of the transmissivities 7 denote Rayleigh scattering (R),
ozone absorption (O), water vapor absorption (W) and absorption and scattering by aerosols
(dust; D) and cloud droplets (C'), respectively. Ey and g are computed following Berger
(1978a, 1978b). The algorithm used is valid to 1,000,000 years past or hence. The numeric
to compute Ey and pg is adopted from the CCM3 climate model (Kiehl et al. 1996, coding
by E. Kluzek 1997). The calculation accounts for earths orbital parameters and the earths
distance to the sun, both depending on the year and the time of the year. In default mode the
model runs with daily averaged insolation but a diurnal cycle can be switched on.

Following, for example, Stephens (1984) the solar spectral range is divided into two regions:
(1) A visible and ultraviolet part for wavelengths A < 0.75 ym with pure cloud scattering, ozone
absorption and Rayleigh scattering, and without water vapor absorption. (2) A near infrared
part for wavelengths A > 0.75 pm with cloud scattering and absorption and with water vapor
absorption. Absorption and scattering by aerosols is neglected in the present scheme. Dividing
the total solar energy FEj into the two spectral regions results in the fractions £y = 0.517 and
E5 = 0.483 for spectral ranges 1 and 2, respectively.

Clear sky

For the clear sky part of the atmospheric column parameterizations following Lacis and Hansen
(1974) are used for Rayleigh scattering, ozone absorption and water vapor absorption.
Visible and ultraviolet spectral range (A < 0.75 pm)
In the visible and ultraviolet range, Rayleigh scattering and ozone absorption are considered
for the clear sky part. Rayleigh scattering is confined to the lowermost atmospheric layer. The
transmissivity for this layer is given by

0.219
1 I 3.22
T 1+ 0.81640 (3:22)
for the direct beam, and
Tri=1-—0.144 (3.23)

for the scattered part.
Ozone absorption is considered for the Chappuis band in the visible A"* and for the ultra-
violet range A"’. The total transmissivity due to ozone is given by

Tor = 1 — Alis — AW (3.24)
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with
. 0.02118z
o= 3.25
A" = 10,0022 + 0.00032322 (3.25)
and
1.082x 0.0658x
AY = 3.26
© 7 (14 138.61)0-805 T (103.6)3 (3:26)
where the ozone amount traversed by the direct solar beam, z, is
r = M up, (3.27)

with up, being the ozone amount [cm] in the vertical column above the considered layer,
and M is the magnification factor after Rodgers (1967)

M= 0 (3.28)
(12245102 + 1)2

The ozone path traversed by diffuse radiation from below is

" = M up, + M (uy — uo,) (3.29)

where w, is the total ozone amount above the main reflecting layer and M =1.9 is the effective
magnification factor for diffusive upward radiation.
Near infrared (A > 0.75 um)
In the near infrared solar region absorption by water vapor is considered only. The trans-
missivity is given by
2.9y
Twe =1— 3.30
e (1 + 141.5y)06% + 5.925y (3:30)
where y is the effective water vapor amount [cm] including an approximate correction for
the pressure and temperature dependence of the absorption and the magnification factor M.
For the direct solar beam, y is given by

p 1
—Z Jo1q(E)(22) 4 3.31
Yy go/ q(po T p (3.31)

while for the reflected radiation reaching the layer from below, y is

ps 1 pPs 1
o [ora() (7) e fora () (7)
=— [01q(=) (=) ap+=J01g(E) (=) d 3.32
Y 90/ q(po T b g 1 Po T b (3:32)
p

with the acceleration of gravity ¢, the surface pressure pg, a reference pressure py = 1000 hPa,
a reference temperature Ty = 273 K, the specific humidity ¢ [kg/kg] and the magnification factor
for diffuse radiation 8; = 1.66.

Clouds

Two possibilities for the parameterization of the effect of clouds on the short wave radiative
fluxes are implemented: (1) prescribed cloud properties and (2) a parameterization following
Stephens (1978) and Stephens et al. (1984), which is the default setup.

Prescribed cloud properties
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Radiative properties of clouds are prescribed depending on the cloud level. Albedos R¢1
for cloud scattering in the visible spectral range (A < 0.75 pum), and albedos R¢o for cloud
scattering and absorptivities Ago for cloud absorption in the near infrared part (A > 0.75 um)
are defined for high, middle and low level clouds. The default values are listed in Table [3.1]

Cloud | Visible range | Near infrared
Level RCl RCQ ./401
High 0.15 0.15 | 0.05

Middle 0.30 0.30 | 0.10
Low 0.60 0.60 | 0.20

Table 3.1: Prescribed cloud albedos R and absorptivities A¢
for spectral range 1 and 2

Default: Parameterization according to Stephens (1978) and Stephens et al.
(1984)

Following Stephens (1978) and Stephens et al. (1984) cloud parameters are derived from the
cloud liquid water path W, [g/m?] and the cosine of the solar zenith angel ug. In the visible
and ultraviolet range cloud scattering is present only while in the near infrared both, cloud
scattering and absorption, are parameterized.

Visible and ultraviolet spectral range (A < 0.75 pum)

For the cloud transmissivity 7o, Stephens parameterization for a non absorbing medium is
applied:

517'N1/M0 1
To1=1-— = 3.33
< L+ Bitni/po 1+ Bitai/ 1o ( )

[1 is the backscatter coefficient, which is available in tabular form. In order to avoid
interpolation of tabular values the following interpolation formula is used

b= for Vo (3.34)

where the factor f,; comprises a tuning opportunity for the cloud albedo and is set to a
default value of 0.0641 for T21L10 (0.02 T21L5 and 0.085 T42L10).
7n1 is an effective optical depth for which Stephens (1979) provided the interpolation formula

1 = 1.8336 (log Wp)39%3 (3.35)
which is approximated by

mv1 = 2 (log W)*® (3.36)

to be used also for the near infrared range (see below).

Near infrared (A > 0.75 um)

The transmissivity due to scattering and absorption of a cloud layer in the near infrared
spectral range is

4
Ter =% (3.37)

where u is given by

- 620
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and R by
R=(u+ 1)26Xp (Tepr) — (u— 1)2 exp (—Tesf) (3.39)
with
rerg = /(= @) (1= G+ 2 B ) (3.40)
0

where the original formulation for the optical depth 7y2 by Stephens (1978)

Tng = 2.2346 (log W, )3-803 (3.41)

is, as for the visible range, approximated by

ne = 2 (log Wp)*® (3.42)

Approximations for the table values of the back scattering coefficient [y and the single
scattering albedo wy are

_ fe o
% = B 101 ) (3.43)

and

Qo =1— for g In(1000/7n72) (3.44)

where fp and f,o provide a tuning of the cloud properties and are set to default values of
£15=0.045 and f,,=0.0045 for T21L10 (0.004 T21L5, 0.0048 T42L10).
The scattered flux is computed from the cloud albedo R¢o which is given by

w? —1

R

Rez = [exp (Teps) = exp (= Tey)] (3.45)

Vertical integration

For the vertical integration, the adding method is used (e.g. Lacis and Hansen 1974, Stephens
1984). The adding method calculates the reflection R, and transmission 7, functions for a
composite layer formed by combining two layers one (layer a) on top of the other (layer b). For
the downward beam R, and 7, are given by

R = Ra+TReT,)/(1—R:Ry)
Tab TaTo/(1 — RyRs) (3.46)

where the denominator accounts for multiple reflections between the two layers. For illumi-
nation form below R, and 7 are given by

w = Ry +TyRT/(1 = RoRa)
w = T T/(1=ReRy) (3.47)
The following four steps are carried out to obtain the radiative upward and downward fluxes

at the boundary between two layers from which the total flux and the absorption (heating rates)
are calculated:
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1) R, and T;, [ = 1, L are computed for each layer and both spectral regions according to
the parameterizations.

2) The layers are added, going down, to obtain Ry; and 7y, for L =2, L + 1 and R*{J and
T for L=2, L.

3) Layers are added one at the time, going up, to obtain Rpi11-_; 41, [ = 1, L — 1 starting
with the ground layer, Ry 1 = Rs which is the surface albedo and T;,1=0.

4) The upward FZTSW and downward FfSW short wave radiative fluxes at the interface of
layer (1,1) and layer (14+-1,L+1) are determined from

FlTSW = 7—1,1 Rl+1,L+1/(1 - RT,Z Rl+1,L+1)
FlwW = 71,1/(1 - RT,Z Rz+1,L+1) (348)

The net downward flux at level [, F}SW, is given by
Finally, the temperature tendency for the layer between [ and [ + 1 is computed:

My e By R (3.50)
2At ¢, ps Ao '
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3.3.2 Long Wave Radiation

Clear sky

For the clear sky long wave radiation, the broad band emissivity method is employed (see,
for example, Manabe and Moéller 1961, Rodgers 1967, Sasamori 1968, Katayama 1972, Boer et
al. 1984). Using the broad band transmissivities 7. ..y between level z and level 2’, the upward
and downward fluxes at level z, FTXW (2) and FY¥W (2), are

FIEW(2) = AsB(Ts)Ti0) + / B(T’)%dz’
z
0
(3.51)
[ OT -
LW _ / (2:2") 1
FHW () = /B(T)—aZ, i

o0

where B(T') denotes the black body flux (B(T) = o5gT") and Ag is the surface emissivity.
The effect of water vapor, carbon dioxide and ozone is included in the calculations of the trans-
missivities 7 (with 7 =1 — A, where A is the absoroptivity /emissivity). The transmissivities
for water vapor Tp,o, carbon dioxide T, and ozone 7o, are taken from Sasamori (1968):
Ti,o = 1—0.846 (up,o +3.59-107°)"* —6.90 - 1072
for ug,0 < 0.01 g, and

Tino = 1—0.240log (up,o + 0.010) + 0.622

else.

Too, = 1—10.0825ugs) (3.52)
for uco, < 0.5 cm, and
Tco, = 1—0.0461log (uco,) + 0.074

else.

To, = 1-0.0122log (up, +6.5-107*) + 0.0385

where u,0, uco, and up, are the effective amounts of water vapor, carbon dioxide and
ozone, respectively, which are obtained from:

,
ulp,p) = g / ax (1;—0) dp’ (3.53)

where ¢y denotes the mixing ratios [kg/kg] of water vapor, carbon dioxide and ozone,
respectively, g is the gravitational acceleration, p is pressure and py = 1000 hPa is the reference
pressure. The factor f is used to transfer the units to g/cm? for uy,o and cm-STP for uco,
and cm-STP for up,, which are used in Eq. [3.52]



3.3. RADIATION 27

To account for the overlap between the water vapor and the carbon dioxide bands near
15 pm, the CO, absorption is corrected by a HoO transmission at 15 pm, Tf}‘f’gm, with ’7'15“ *

given by

Tathm™ = 1.33 — 0.832 (up0 + 0.0286)%2 (3.54)

Water vapour continuum absorption is parameterized by

cont

HQO = 1 - eXp(_kcontquO) (355)

with a constant ke, (default =0.03 for T21L10, 0.035 T21L5,T42L.10)

Clouds

Clouds can be either treated as gray bodies with a prescribed cloud flux emissivity (grayness)
or the cloud flux emissivity is obtained from the cloud liquid water contend. If the cloud flux
emissivity (grayness) A< is externally prescribed, the value is attributed to each cloud layer.

Otherwise, which is the default, A is calculated from the cloud liquid water (e.g. Stephens
1984)

Al =1, — exp (=S4 k" W) (3.56)

where 34 = 1.66 is the diffusivity factor, £ is the mass absorption coefficent (with is set to
a default value of 0.1 m?/g (Slingo and Slingo 1991)) and W, is the cloud liquid water path.

For a single layer between z and z’ with fractional cloud cover cc, the total transmissivity
7{’;72,) is given by

Ty = Ty (1 = cc A%) (3.57)

where 7. .. is the clear sky transmissivity. When there is more than one cloud layer with
fractional cover, random overlapping of the clouds is assumed and 7?’; ) becomes

T = Teon [ [(1 = e AT) (3.58)
J

where the subscript j denotes the cloud layers.

Vertical discretization

To compute the temperature tendency for a model layer resulting form the divergence of the
radiative fluxes, the vertical discretization scheme of Chou et al. (2002) is used. The upward
and downward fluxes, FTLW and FiLW, at level [, which is the interface between two model
layers, are computed from

LW *
FlT = ZBI’ Tz ) 7El’+1,l)] l=1,---,L

* TLW
Ty (3.59)

LW *
B = ZBI’+1 @y~ T l=2,--- L+1

'=1
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where 7, denotes the transmissivity of the layer from level [ to level I" (see above) and

B, 1 is the black body flux for level [ + % The downward flux at the top of the atmosphere,
FOMW, and the upward flux at the surface ,Fgﬂv, are given by

BV~ g

(3.60)
FIEY = As B(Ts) + (1= As) FLLY
where Ag denotes the surface emissivity and T is the surface temperature. Note, that for
a more convenient discription of the scheme, [ 4 % denotes a so called full level, where the
temperatures are defined. This may be in contrast to the convention in most of the other
sections where a full level is indicated by .
Egs. |3.59| can be rearranged to give

L+1
F}TLW = l+1+z7—l/ l’ é] lzl,,L
=l+1

« LW
+7ZZ,L+1) (1-As) Fiﬂ

(3.61)
r-1
B = By 1_271/1) [Biyy — By1] I'=2---,L+1
with the boundary conditions
BL+% = Ag B(Ts)
(3.62)
B: =0
2
LW .
The net downward flux at level [, F;""" | is given by
Finally, the temperature tendency for the layer between [ and [ + 1 is computed:
A A
Ay 9 By —F (3.64)
2At Cp Ps Ao

Emission of a layer

As pointed out by Chou et al. (2002), the difference between the upward and downward
emission of a layer will be large, if the layer is rather opaque and the temperature range across
the layer is large. This, in particular, holds for coarse vertical resolution as in the default
version of the model. Therefore, the upward and the downward emission of a layer is computed
separately following the ideas of Chou et al. (2002):

The contribution of the upward flux at level p from the adjecant layer below can be written
as

p+Ap
AF™Y(p) = — / B(y)

where Ap is the thickness of the adjacent layer, B" is the effective Planck flux for the
adjacent layer, and T(,4app) is the flux transmittance between p and p + Ap. Assuming that

alﬁp,p’)

B dp' = B (1 = Tips app) (3.65)
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the Planck function varies linearly with pressure and the transmittance decreases exponentially
with pressure away from p it follows

(B(p) — B(p+ Ap))(p' — p)

B(p') = B(p) + A (3.66)
and
Ty = exp (—c (0" = p)) (3.67)

with ¢ ia a constant. From Eq. the effective Planck flux for the adjacent layer B" is

B(p) — B(p+ Ap) Tip+app) N B(p) — B(p+ Ap)

B" =
1— 7EP+AP7P) ln(,ﬁzwAp,p))

(3.68)

Similarly, for the downward flux at the lower boundary of the layer, the effective Planck
function of the layer B? is

_ Blp+Ap) — B(p) Tprapy , Blp+ Ap) — B(p)

B? (3.69)
L= Tprapp) In(7(p1ap.))
Replacing the respective Planck functions in Egs. by B* and B? results in
L+1
Fw Bﬁg + Z Tow [B;f+% — ;;_%] l=1,---,L
U=i+1
* LW
+Ta +1) (1—As) Fi 5 (3.70)
r—1
Y= By, - > T By — B4 I'=2,---,L+1
=1
where
B  Br—BraTwy-y | By — By_y
Ves L—"Twy-1 " (7 1))
’ ’ (3.71)

v . = (Br+Bya)—Bi_,

2 2

For the calculation of the effective Plank function, the mean transmissivity for a layer
partially filled with clouds is given by

72[/,[/71) = f’T 72;/2/_1) (1 — Cc(l’,llfl)Aff’,l/_1)> (372)

with the cloud emissivity A% and the clear sky transmissivity 7 being defined above, and
the factor f provides a tuning opportunity.

When a model layer spans a region where the temperature lapse rate changes signs, the
linearity of B with respect to p can not longer be assumed and B¢ and B* are simply computed
from

By = Bld_% = 0.5 By +0.25 (B + By) (3.73)
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3.3.3 Ozone

Ozone concentration is prescribed. Either a three dimensional ozone distribution can be exter-
nally provided or an idealized annual cycle of ozone concentration can be used. The idealized
distribution bases on the analytic ozone distribution of Green (1964):

o, (h) 1@ +a exp (—b/c)
+exp((h—10b)/c)
where up,(h) is the ozone amount [cm-STP] in a vertical column above the altitude h,
a is the total ozone amount in a vertical column above the ground, b the altitude at which
the ozone concentration has its maximum. While for ¢« = 0.4 cm, b = 20 km and ¢ = 5 km
this distribution fits close to the mid-latitude winter ozone distribution, an annual cycle and a
latitudinal dependence is introduced by varying a with time ¢ and latitude ¢:

(3.74)

a(t,¢) = a0+ al - |sin(@)| + ac - sin(¢) - cos(2w(d — dof f)/ndy) (3.75)

where d is the actual day of the year, dof f an offset and ndy the number of days per year.
The defaults for the involved parameters are: a0 = 0.25, al = 0.11 and ac = 0.08.

3.3.4 Additional Newtonian cooling

For the standard setup with a vertical resolution of five equally spaced sigma-levels, the model
produces a strong bias in the stratospheric (uppermost level) temperatures. This may be at-
tributed to the insufficient representation of the stratosphere and its radiative and dynamical
processes. The bias also effects the tropospheric circulation leading, for example, to a misplace-
ment of the dominant pressure centers. To enable the simulation of a more realistic tropospheric
climate, a Newtonian cooling can be applied to the uppermost level. Using this method, the
model temperature T is relaxed towards a externally given distribution of the temperature Ty
which results in additional temperature tendencies T for the uppermost model level of

. Tno—T

T (3.76)

TNC
where 7y is the time scale of the relaxation, which has a default value of ten days.
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3.4 Moist Processes and Dry Convection

3.4.1 Correction of Negative Humidity

Local negative values of specific humidity are an artifact of spectral models. In the model, a
simple procedure corrects these negative values by conserving the global amount of water. The
correction of negative moisture is performed at the beginning of the grid-point parameterization
scheme. A negative value of specific humidity is reset to zero. Accumulation of all corrections
defines a correction factor. A hierarchical scheme of three steps is used. First, the correction is
done within an atmospheric column only. If there are atmospheric columns without sufficient
moisture, a second correction step is done using all grid points of the respective latitude. Finally,
if there is still negative humidity remaining, a global correction is performed.

3.4.2 Saturation Specific Humidity

For parameterizations of moist processes like cumulus convection and large scale condensation
the computation of the saturation specific humidity ¢s.:(7") and its derivative with respect to
temperature dgs.:(7")/dT" is needed at several places. In the model, the Tetens formula (Lowe
1977) is used to calculate the saturation pressure ez (7)) and its derivative with respect to
temperature degq (T)/dT:

T — T
esat(T) = ajexp <a2 T az)
(3.77)
desat(T) a2 (To - as)

daT (T —ag)?

(T)

with the constants a; = 610.78, ay = 17.2693882, a3 = 35.86 and Ty = 273.16. The saturation
specific humidity gs(7T") and its derivative dgsq(T")/dT are given by

€ esar(T)
Qsat (T> - p— (1 _ 6) esat(T)
(3.78)
dQSat (T) - P Gsat (T> desat (T)
dI' p—(1—¢)es(T) dT

where p is the pressure and ¢ is the ration of the gas constants for dry air R; and water
vapor R, (e = Ry/R,).

3.4.3 Cumulus Convection

The cumulus convection is parameterized by a Kuo-type convection scheme (Kuo 1965, 1974)
with some modifications to the original Kuo-scheme. The Kuo-scheme considers the effect of
cumulus convection on the large scale flow applying the following assumptions. Cumulus clouds
are forced by mean low level convergence in regions of conditionally unstable stratification. The
production of cloud air is proportional to the net amount of moisture convergence into one grid
box column plus the moisture supply by surface evaporation. In a modification to the original
scheme, the implemented scheme also considers clouds which originate at upper levels where
moisture convergence is observed. This type of cloud may occur in mid-latitude frontal regions.
Therefore, only the moisture contribution which takes place in the layer between the lifting
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level and the top of the cloud is used instead of the whole column. Thus, the total moisture
supply I in a period 2At is given by

OLift
2At
I= gps /Aqda (3.79)
OTop

where A, is the moisture convergence plus the surface evaporation if the lifting level op;y;
is the lowermost model level. op,, is the cloud top level, pg is the surface pressure and g is the
gravitational acceleration. Lifting level, cloud base and cloud top are determined as follows.
Starting form the lowermost level, the first level with positive moisture supply A, is considered
as a lifting level. If the lowermost level L is considered to be a lifting level and the surface layer
is dry adiabatic unstable (0 > 0, where 6 denotes the potential temperature), the convection
starts from the surface. Air from the lifting level (I + 1) is lifted dry adiabatically up to the
next level (1) by keeping its specific humidity. A cloud base is assumed to coincide with level
[+ % if the air is saturated at [. Above the cloud base the air is lifted moist adiabatically.
Distribution of temperature T, and of moisture ¢ in the cloud is found by first lifting the air
dry adiabatically

Rgq

T = (Ta)in (i)

Oi+1

(3.80)

(ch)f‘d = (gat)it1
and then by correcting temperature and moisture values due to the condensation of water
vapor

L (QCl)lAd - QSat[(Tcl)zAd]
Ty = (To)M+= i
L dgsat[(Ter)]]
Cp 1 + a dTl l

(3.81)

ad _ (@) = Gsat|(Te)1]

(gd)l <QCZ)Z Ad
L dgsa [(,-Zc) ]
1+ = %

where the suturation specific humidity ¢, and its derivative with respect to temperature
dqsat/dT are computed from Egs. . L is either the latent heat of vapourisation L, or the
latent heat of sublimation L, depending on the temperature. ¢, is the specific heat for moist
air at constant pressure (¢, = ¢pa [l + (¢py/Cpa — 1) q] Where ¢,q and c,, are the specific heats
at constant pressure for dry air and water vapor, respectively) and R, in Eq. is the gas
constant for dry air. For reasons of accuracy the calculation is repeated once where
(T.))*4 and (g)? are now replaced by the results of the first iteration.

Cumulus clouds are assumed to exist only if the environmental air with temperature 7, and
moisture ¢, is unstable stratified with regard to the rising cloud parcel:

(Ta) > (Te) (3.82)

The top of the cloud o7, is then defined as

(Ta)i < (T.) and
Orop = 07,1 if (3.83)
(Ta)ivr > (Te)ima
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Cumulus clouds do exist only if the net moisture accession I as given by Eq. is positive.
Once this final check has been done, the heating and moistening of the environmental air and
the convective rain are computed.

In the model either the original scheme proposed by Kuo (1968) or the modified scheme
with the parameter 8 (Kuo 1974) can be chosen, where /3 determines the partitioning of heating
and moistening of the environmental air. In the scheme without § the surplus P of total energy
of the cloud against the environmental air is given by

OBase

P = % / (cp (Tcl - Te) + L (ant(TE) - qe)>d0 (384)

OTop
The clouds produced dissolve instantaneously by artificial mixing with the environmental
air, whereby the environment is heated and moistened by

(AT) = a(Tu-T.)

(3.85)
(AQ)CZ = a (qsat(Te) - Qe)
where a is the fractional cloud area being produced by the moisture supply:
I
=L— 3.86
a=L5 (3.86)

In the scheme with £ the fraction 1-3 of the moisture is condensed, while the remaining
fraction [ is stored in the atmosphere. The parameter S depends on the mean relative humidity
and, in the present scheme, is given by

3

OBase

1 Qe
B OBase — OTop / Qsat (Te) ( )
OTop

Instead of Eq. [3.85] the temperature and moisture tendencies are now

(AT)" = ar(Ty—T.)

(3.88)
(Aq>d = aq (Gsat(Te) — qc)
where ar and a, are given by
1—-p8)L1
aT = £Base /8)
o % [ (T, —T.)do
OTop
(3.89)
61
aq = O Base
pFS f (QSat(Te> - Qe> do
OTop

The final tendencies for moisture dq/0t and temperature 07'/0t which enter the diabatic
leap frog time step are given by

aq o (Aq)d cl
o = aag 0 200
oT  (AT) 90

ot 2AL
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where §¢ is specified by

1 if opep <0 < opipe
5 = (3.91)
0 otherwise

and 2At is the leap frog time step of the model. The convective precipitation rate P. [m/s]
of each cloud layer is

P - cp Ap (AT)“
Lgpmo 2At

(3.92)

where Ap is the pressure thickness of the layer and pp,o is the density of water. (AT)< is
computed from Eq. or Eq. respectively.

3.4.4 Shallow Convection

In addition to deep convection a shallow convection scheme is included. Following Tiedtke
(1983) shallow convection is parameterized by means of a vertical diffusion of moisture and
potential temperature (and, optional, momentum). It is only applied, when the penetrative
convection is not operating due to the lack of moisture or (optional) if the unstable layer is
below a given threshold height(default is 700hPa). The numerical scheme is similar to that of
the normal vertical diffusion (see section but with a constant diffusion coefficient K which
is set to default of 10 m?/s within the cloud layer and

rhy — 0.8

10
1-0.8

(Tthrl — Thk) (393)

at cloud top (here rhy and rhy,; denote the relative humidity at level above the cloud and
the uppermost cloud level, respectively). K = 0. elsewhere. The diffusion is limited to the lower
part of the atmosphere up to a given pressure (set to a default of 700hPa). For the five level
version, the shallow convection is switched off.

3.4.5 Large Scale Precipitation

Large scale condensation occurs if the air is supersaturated (¢ > ¢s.(7")). Condensed water
falls out instantaneously as precipitation. No storage of water in clouds is considered. An
iterative procedure is used to compute final values (7%, ¢*) starting from the supersaturated
state (T, q):

T* — T + C£ 1q LQS;L;S(LZ;’;)
p 1+ o T dr
(3.94)
Lo e

where the suturation specific humidity ¢, and its derivative with respect to temperature
dqsq:/dT are computed from Egs. . L is either the latent heat of vapourisation or the
latent heat of sublimation depending on the temperature. ¢, is the specific heat for moist air
at constant pressure (¢, = ¢pa [l + (¢pu/cpa — 1) q] where c¢pq and ¢, are the specific heats at
constant pressure for dry air and water vapor, respectively). This calculation is repeated once
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using (7™, ¢*) as the new initial state. Finally, The temperature and moisture tendencies and
the precipitation rate P, [m/s] are computed:

or T -T
o 2At
dg ¢ —q
ot 2At (3.95)
P ps Ao (¢ — q°)
l
gpmo 24t

where pg is the surface pressure, pp,o is the density of water, Ao is the layer thickness and
2At is the leap frog time step of the model.

3.4.6 Cloud Formation

Cloud cover and cloud liquid water content are diagnostic quantities. The fractional cloud cover
of a grid box, cc, is parameterized following the ideas of Slingo and Slingo (1991) using the
relative humidity for the stratiform cloud amount ccy and the convective precipitation rate P,
[mm/d] for the convective cloud amount cc.. The latter is given by

cc. = 0.245 + 0.1251n (P,) (3.96)

where 0.05 < cc. < 0.8.

Before computing the amount of stratiform clouds, the relative humidity rh is multiplied by
(1 — cc.) to account for the fraction of the grid box covered by convective clouds. If cc. > 0.3
and the cloud top is higher than ¢ = 0.4 (¢ = p/ps), anvil cirrus is present and the cloud
amount is

ccs =2 (cc. — 0.3) (3.97)
High-, middle- and low-level stratiform cloud amounts are computed from
rh — rh,. 2
s c 3.98
ccs = ( 1 —rh, ) (3.98)

where 7h,. is a level depending critical relative humidity. Optionally, a restriction of low-
level stratiform cloud amount due to subsidence can by introduced by the factor f, where f,
is depends on the vertical velocity w. In the default version, f, = 1.

Cloud liquid water content gm0 [kg/kg] is computed according to Kiehl et al. (1996):

0
q
4,0 = I?O exp (—z/hi) (3.99)

where the reference value g%, is 0.21-107% kg/m?®, p is the air density, z is the height and the
local cloud water scale height h; [m] is given by vertically integrated water vapor (precipitable
water)

Ps
1
hy=700In | 1+ —/qdp (3.100)
g

0
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3.4.7 Evaporation of Precipitation and Snow Fall

Possible phase changes of convective or large scale precipitation within the atmosphere are con-
sidered by melting or freezing of the precipitation depending on the respective level temperature
(using 273.16K as a threshold), and by evaporation parameterized in terms of the saturation
deficit according to

1 7'<QO_QS)

TN L-dgs/dT
AL 1+ i

7y is set to a default of 0.01 for T21L10 (0.006 T21L5, 0.007 T42L10).

EO:

(3.101)

3.4.8 Dry Convective Adjustment

Dry convective adjustment is performed for layers which are dry adiabatically unstable, e.g.
00/0p > 0 where 0 denotes the potential temperature. The adjustment is done so that the
total sensible heat of the respective column is conserved. Wherever dry convection occurs,
it is assumed that the moisture is completely mixed by the convective process as well. The
adjustment is done iteratively. The atmospheric column is scanned for unstable regions. A
new neutral stable state for the unstable region is computed which consists of a potential
temperature fy and specific humidity qy:

!
22 T; Aoy
=

Oy = a
> o Aoy
=i

(3.102)

lo
> q Aoy
=

qn =

!
22 Ao 1
1=l

where [; and I, define the unstable region, o = (p/ps) is the vertical coordinate, 7" and ¢
are temperature and specific humidity, respectively, and & is Ry/cpq where R, and c,q are the
gas constant and the specific heat for dry air, respectively.

The procedure is repeated starting from the new potential temperatures und moistures until
all unstable regions are removed. The temperature and moisture tendencies which enter the
diabatic time steps are then computed from the final #y and gy

j'vlt-i-At - Tvlt—At eN Uf o ﬂt_At
27t - 2Nt
(3.103)
qlt+At _ qltht v - qztht

QAL B 2AL
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3.5 Land Surface and Soil

The parameterizations for the land surface and the soil include the calculation of temperatures
for the surface and the soil, a soil hydrology and a river transport scheme. In addition, surface
properties like the albedo, the roughness length or the evaporation efficiency are provided. As,
at the moment, coupling to an extra glacier module is not available, glaciers are treated like
other land points, but with surface and soil properties appropriate for ice. Optionally, A simple
biome model can be used (simba).

3.5.1 Temperatures

The surface temperature T is computed from the linearized energy balance of the uppermost
Ztop meters of the ground:

AT, Q. — F,
Ctop ZtopT::FS_G—FATS(C?TSQ)

Ztop 1S a prescribed parameter and set to a default value of 2, = 0.20 m. @), denotes the
total heat flux from the atmosphere, which consists of the sensible heat flux, the latent heat
flux, the net short wave radiation and the net long wave radiation. (), is the flux into the deep
soil. @, and @), are defined positive downwards. @, is the snow melt heat flux and ¢, is
the volumetric heat capacity. Depending on the snow pack, z;,, can partly or totally consist of
snow or soil solids: 2o = Zenow + Zseit- Thus, the heat capacity ct, is a combination of snow
and soil heat capacities:

— F, (3.104)

Csnow Csoil Ztop
Clop = (3.105)
Csnow Zsoil + Csoil Zsnow

The default value of ¢y is 0.6897 - 10° J/(kg K) using a snow density of 330 kg/m?. ¢y
is set to a default value of 2.07 - 10% J/(kg K) for glaciers and to a value of 2.4 - 105 J/(kgK)
otherweise.

Below 2, the soil column is discretized into N layers with thickness Az;, where layer 1 is
the uppermost of the soil layers. The default values for the model are N =5 and Az = (0.4 m,
0.8 m, 1.6 m, 3.2 m, 6.4 m). The heat flux into layer 1, Q,, is given by

o (Ts —Th) (3.106)

:A—’Zl

where ki and 77 are the thermal conductivity and the temperature. If the snow depth is
greater than z,,,, the thermal properties of snow are blended with the first soil layer to create
a snow/soil layer with thickness zgow — 2top + Az1. The thermal conductivity k; and heat
capacity ¢; of a snow/soil layer are

ksnow ksoil (AZI + Zsnow Ztop)
ksnow AZl + ksoil (anow — Ztop)

kl =
(3.107)

Csnow Csoil (D21 + Zsnow — Ztop)
Csnow AZl + Csoil (zsnaw - Ztop)

with default values of kg = 0.31 W/(m K), ksy = 2.03 W/(m K) for glaciers and
ksow = 7 W/(m K) otherweise.

After the surface temperature T has been calculated from Eq. [3.104] snow melts when
Ts is greater than the freezing temperature T,,.;;. In this case, Ts is set to T}, and a new
atmospheric heat flux Qu (T ;) is calculated from @, and 0Q,/0Ts. If the energy inbalance

1
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is positive (Qu(Tmeit) > Crop Ztop (Tmenr — T§)/At; where T is the surface temperature at the
previous time step), the snow melt heat flux @,, is

Ctop Zto Wsnow L
Qm = maX(Qa(Tmelt) - % (Tme[t - Té‘)? Tf)

where W0, is the mass of the snow water of the total snow pack and Ly is the latent heat
of fusion. Any excess of energy is used to warm the soil.
With the heat flux F), at depth z of the soil

(3.108)

oT
Fo=—k o (3.109)

one dimensional energy conservation requires

GO O 0 [k a—T} (3.110)
ot 0z 0z 0z

where ¢ is the volumetric soil heat capacity, T is the soil temperature, and k is the thermal
conductivity.

In the model, thermal properties (temperature, thermal conductivity, volumetric heat ca-
pacity) are defined at the center of each layer. Assuming the heat flux from ¢ to the interface 4
and 7 4 1 equals the heat flux from the interface to 2 4+ 1, the heat flux F; from layer ¢ to layer
i+ 1 (positive downwards) is given by

2k ki (T — Tia)

F, = 3.111
Kiv1 Az + ki Az ( )
The energy balance for layer i is
Az
S (I T = P Fiy (3.112)

The boundary conditions are zero flux at the bottom of the soil column and heat flux Fj, at
the top.
This equation is solved implicitly using fluxes F; evaluated at t + At

kiki+1 (TjtJrAt i T;t+At)

AV .
aos (T —T)) = a2 +G for i=1

At ki+1AZi + kiAZZ'Jrl
b ppne qey Bk - TR0 kb (T T899 Ly
At ! ! ki+1AZZ' + k’iAZi_H ki_lAZi + kiAZi_l
CZ‘AZZ‘ (T?"‘At . Tt) kiki—l(T‘itj—lAt - T;H_At) fOT Z — N
At ! ! k:i_lAzi + k:iAzi_l
(3.113)

resulting in a linear system for the TiHAt.

3.5.2 Soil Hydrology

The parameterization of soil hydrology comprises the budgets for snow amount and the soil

water amount. The water equivalent of the snow layer 229 is computed over land and glacier
areas from

Oz

—% = F, + Paow — Msnow (3.114)

ot
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where [ is the evaporation rate over snow computed from Eq. , P,.0w is the snow fall
and Mgy, is the snow melt rate (all fluxes are positive downward and in m/s). Mg, is related

to the snow melt heat flux @, (Eq.[3.108]) by

Qm

Msnow =
PH>O Lf

(3.115)

where Ly is the latent heat of fusion.

The soil water reservoir Wy,; [m] is represented by a single-layer bucket model (Manabe
1969). Soil water is increased by precipitation P and snow melt Mg,,, and is depleted by the
surface evaporation Fy:

aV[/smll
ot

where all fluxes are defined positive downwards and in m/s. Soil water is limited by a field

capacity W, which geographical distribution can be prescribed via an external input or is

set to a default value of 0.5 m everywhere. If the soil water exceeds W,,,. the excessive water

builds the runoff R and is provided to the river transport scheme (Section . The ratio of

the soil water and the field capacity defines the wetness factor C,, which is used in Eq. to
compute the surface evaporation:

— P+ M+F, (3.116)

Wsoil
Cp=——"— 3.117
fC'w Wmax ( )

where the factor fe,, (with a default value of 0.25) takes into account that maximum evap-
oration will take place even if the bucket is not completely filled. For land points covered by
glaciers, (', is set to a constant value of 1.

3.5.3 River Transport

The local runoff is transported to the ocean by a river transport scheme with linear advection
(Sausen et al. 1994). For each grid box (both, land and ocean costal points) the river water
amount We, [m3] is computed from

aWTiver
ot

where R is the local runoff (Section [3.5.2)), S is the input into the ocean, ADV is the
advection of river water and area is the area of the respective grid box. The input into the
ocean S is given by

= ADV +area (R —S) (3.118)

0 for land points
S = (3.119)
ADV  for ocean points

This ensures that S is non-zero only for ocean costal points. The advection from grid box
(¢,7) into grid box (7, 5"), ADV,; j)—(57), is formulated using an upstream scheme:

ui,jWi,j7 if Ui, j Z 0
ADViijysa1y) =
ui,jWi-i-l,ja if Ui g < 0
(3.120)
—v;;Wij, it vy <0
ADVii ) (i.j+1)
_Uz',jWi,jJrl’ if Vij > 0
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where ¢ and j are the zonal and meridional indices of the grid box, which are counted from
the west to the east and from the north to the south, respectively. The zonal and meridional
advection rates w;; and v;; are defined at the interface of two grid boxes and depend on the
slope of the orography:

w = [hg = hing]®
" Az | Az
(3.121)
- < [ hije1 — hi, i 1"
" Ay [ Ay

where Az and Ay are the distances between the grid points in the longitudinal and the
meridional direction. h is the height of the orography, which is modified in order to omit local
minima at land grid points. The empirical constants ¢ and « are set to the values given by
Sausen et al. (1994) for T21 resolution (¢ = 4.2 m/s and a = 0.18).

3.5.4 Other Land Surface Parameter

Some additional quantities characterizing the land surface of each grid box need to be spec-
ified for use in the model. The land-sea mask and the orography are read from an external
file. Optionally, this file may also include other climatological surface parameter: the global
distribution of the surface roughness length 2y, a background albedo R¥™, a glacier mask for
permanent ice sheets, the bucked size for the soil water W, (see section above) and a clima-
tological annual cycle of the soil wetness C™ (which may be used instead of the computed C,,
from Eq. If there is no input for the particular field in the file, the parameter is set to
be horizontal homogeneous with a specific value. The following defaults are used: zp = 2 m,
RE™ = 0.2, no glaciers, W4, = 0.5 and C<™ = 0.25.

For snow covered areas, the background albedo is modified to give the actual albedo Rg
which is used in the radiation scheme. For points, which are not covered by glaciers, Rg is
given by

L L anow
Rg = RE™ 4+ (R — RE™) P (3.122)

where 2,0, 1s the snow depth, and the albedo of the snow, Rg"", depends on the surface
temperature Tg

Ts — 263.16
R = Rt + (Rt — Rpw) =222 (3.123)
with Ry < RGO < RO and default values R = 0.4 and R;7oY = 0.8.

min

The surface specific humidity ¢g is given by the saturation specific humidity at Tg:

For glaciers, Rg is given by R&" from Eq. [3.123| but with a default calR,"" = 0.6.

qs = qsat(Ts) (3.124)
where gs.t(Ts) is computed from Eq. [3.78]

3.6 Sea Surface

Sea surface temperatures T,.,, sea ice distributions c¢;.. and surface temperatures over sea ice
T; are provided by the ocean and sea ice modules (Section HEIKO). From these quantities, the
following additional parameter are computed which enter the atmospheric parameterizations.
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The prescribed surface albedo Rs for open water is set to a default value of 0.069. For sea ice
Rs is given as a function of the ice surface temperature 7;:

Rs = min (R, 0.5 + 0.025 (273. — T3)) (3.125)

where the prescribed maximum sea ice background albedo RE** is set to a default value of
0.7.

The surface specific humidity ¢g is given by the saturation specific humidity at the surface
temperature Ts which is either T}, or T;:

gs = QSat<TS) (3126)

where ¢g.(Ts) is computed from Eq. . The wetness factor C,, which enters the calcula-
tion of the surface evaporation (Eq. is set to 1.

The roughness length 2, over sea ice is set to a constant value of zy = 0.001 m. Over open
water, zg is computed from the Charnock (1955) formula:

u2

20 = Ccharj (3127)

with a minimum value of 1.5 - 107 m. C.pa denotes the Charnock constant and is set to
0.018. g is the gravitational acceleration. The friction velocity u, is calculated from the surface
wind stress at the previous time level:

(3.128)

where |F,, F,| is the absolute value of the surface wind stress computed from Eq. and p
is the density.
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Chapter 4

Equations

4.1 Pressure coordinate

The primitive equations in the (A, i, p) -coordinates without scaling. That means D and zeta

in Appendix A and B have the units: s71, T is in K, p in Pa, ¢ in m?s~2 and 7/ in ms~ .

Conservation of momentum (vorticity and divergence equation)

¢ ¢ e
— =—U- —w= - V+k-(=— P, 4.1
ot = U VHN) mwgs— (G N Tk (G X vw) + (4.1)
oD - ov s
—=k- J— 7 (w=) — V2 —)+ P, 4.2
5 VXA =V Wy ) = Vie+ )+ P (4.2)
Hydrostatic approximation (using the equation of state)
0¢ 1 RT
- = 4.3
dop  p p 43)
Conservation of mass (continuity equation)
ow
T4+ = =0 4.4
vt (4.4)
Thermodynamic equation ( J= diabatic heating per unit mass)
dr w J
P R R I & 4.5
dt  cpp * Cp i (4:5)

4.2 Sigma-system

o = p/ps ranges monotonically from zero at the top of the atmosphere to unity at the ground.
For ¢ =x,yort
0 0 Jlnp, 0

(8_f)p:8_€ o ¢ 90 (4.6)

0 oo 0 1 0
= 0pdo ~ pdo (47)

45
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The vertical velocity in the p-coordinate system w and in the new o-coordinate system &
are given by [Phillips (1957)]

w= LV . vp, - /v - pVdo] = p[V - Vinp, —ps/Ada (4.8)
Ds / ,
1 o
o= J/Ada—/AdU (4.9)
0 0

with A = D+V-V1nps = p%v-ps\?.
The primitive equations in the (A, i, o) -coordinates without scaling
Conservation of momentum (vorticity and divergence equation)

¢ 1 90F, 10F,
ot a(l—p2) ON  a Ou R (4.10)
oD 1 0F, 10F,
= —V(E+¢+Tolnp,) + Pp (4.11)

ot a(l —p2) O +58,u

Hydrostatic approximation (using the equation of state)

9¢
=-T 4.12
Olno R (4.12)
Conservation of mass (continuity equation)
0l U 0l Vol 0a /

N Ps N Ps N Ps o —
= — - — —D——=—[(D+V -Vinp,)d 4.13
ot a(l —pu?) OA a Ou do /( V- Vinp,)do (4.13)

0

Thermodynamic equation ( J= diabatic heating per unit mass)

o

or or - 1 J
—=Fr—0— TV -V1 —— [ Ad —+ P 4.14
5 T Jaa—i—/{ [V - Vinp, U/ 0]—|—Cp+T (4.14)
0
L Ur+ve
C2(1—p?)
. OU  RT Olnp,

B oV 9 RT Olnp,
F,=—((+ U o (1 M)T N
U or VvV oT

a(l—p?) 0N adu
A:D+V-V1npszpisv-psv.

Fr=-

4.3 Matrix B

For the implicit scheme, fast (linear) gravity modes and the slower non-linear terms are sepa-
rated.
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oD
T Np — 7*(¢ + Ty Inp,)

1
alnps B /
0

!
or =Nr—|o /Dda—/Dda]aal—l—m% /Ddlna
0

ot

0
do
Olno

The set of differential equations are approximated by its finite difference analogues using
the notation (for each variable D, T, In p,, and ¢)

@t _ 0‘5(Qt+At + Qt—At) — Qt—At + Atdt@
and

t+At _ Ot—At
5tQ = Q Q

2At

The hydrostatic approximation using an angular momentum conserving finite-difference
scheme is solved at half levels

Or40.5
¢r+0.5 — Qp_o5 =1 - In ——
0r—0.5

Full level values of geopotential are given by

Or—0.5,_ 0r405
In and Ao, = 0,105 — Or_05

Or = Grios + a1, with o, = 1 —
AUT Or—0.5

Now, the implicit formulation for the divergence is derived using the conservation of mass,
the hydrostatic approximation and the thermodynamic equation at discrete time steps

5:D = Np — 7% + Tp[lnp' 2 + Ats, Inp,))

6 Inp, = N, — L,[D'™2" + Ats, D]

& — 05 = Ly[T™ + At§,T]

6T = Ny — Ly[D"2 + At6, D)

The set of differential equations for each level k(k = 1,..,n) written in _vector form leads

to the matrix B with n rows and n columns. The matrix B LyLp + To = B(o, k,Tp) is

constant in time. The variables D, T, T , qb ¢S Np and Ny are represented by column vectors
with values at each level. L,, Ly and L, contain the effect of the divergence (or the gravity
waves) on the surface pressure tendency, the temperature tendency and the geopotential.

L, = (Aoy,...,Ac,) is a row vector with Ao, = 0405 — Tn—0.5-
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I agy azr -+ any
_ 0 agp asz
Ly =
0O 0 -+ 0 oun
0j-0.5

Fori=j:05=1- (Inojros —Inoj_g5)]

0405 — 05-0.5

7 >j QG = In 0j40.5 — anj—0.5

7:<j10éz‘j:0.

H(TO)l&ll "Q(TO)lle ce K(To)loénl Y11 Y21 Y31 VYl
L= “(T0?2&12 K(To?20422 n 7‘12 7?2 7?2 ’ :
K(T))narn  K(T0)non - K(To)nCnn Yn Yon c  Yam

Tij = H(To)jaz‘j + Vij with ATn+0.5 = (To)n+1 - (To)n

for j =1 and
i =j: v = 3[ATos(01 — 1)]

1> gt Yig = %AUz‘[ATo.Wﬂ

for j > 1 and
L= = %[ATJ’—O.5U;‘70.5 + ATj05(0j105 — 1)]

1< J Yij = QAA_UC:].[AT’]‘—O.B(UJ'—O.S — 1)+ AT} 05(0j105 — 1)]

>0 i = W‘;[AT]'—O.E)UJ‘—Oﬁ + AT} 105040.5)
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Chapter 5
Slab Ocean Model

The slab ocean model consists of a prognostic equation at each ocean point for the oceanic
mixed-layer temperature 7,,;,. The prognostic equation for 7T,,;, is given by

dTmm _ QA + QO
dt PwCpy, hmzx

where p,, (=1030kg/m?) is the density and ¢, (=4180J/kg/K) the heat capacity of ocean
water. hp, is a prescribed ocean mixed layer depth (default = 50m). @4 denotes the net
atmospheric heat flux into the ocean which consists of the net solar and long wave radiation
and the sensible and latent heat fluxes.

The ocean mixed layer heat flux (Qo) represents the oceanic transport and the deep water
exchange. Commonly Jp is prescribed from monthly mean data which are obtained from
climatologies of the uncoupled model by computing

(5.1)

Qo =<Q4%y>—-< o PwCpy Pomiz > (5.2)

where < Q% > and < dT,,,,/dt > are the climatological (monthly) averages of the net
atmospheric heat flux and the mixed layer temperature tendency, respectively, both taken from
the uncoupled (i.e. prescribed SST) simulation.

In addition to a prescribed oceanic heat transport, horizontal and vertical diffusion can be
switched on optionally. In the case of vertical diffusion a user defined number n of layers with
prescribed thicknesses h”" . are coupled via diffusion

aTmiw o 2 aTmuE
o 0z \"" 0z
with the (level depentend) diffusion coefficient K, (set to a default value of 0.0001m? /s for
all levels). The equation is solved using a back-substitution method.

Horizontal diffusion of T},;, is given by

(5.3)

ot
for each level. The default value of K}, is 1000m?/s.

= Ky, V?T s (5.4)
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Chapter 6

Dynamic Vegetation

A simple terrestrial dynamic global vegetation model (DGVM), Simulator for Biospheric As-
pects (SimBA), is used to obtain the following land surface variables for non-glaciated grid cells:
surface albedo A, the roughness length zj, a surface conductance factor for the latent heat flux
Cw, and a "bucket” depth for the soil, W,,,,. These land surface variables depend on SimBA
variables— the latter of which ultimately depend on the following three (global) variables: soil
moisture content (W), snow depth (zsnew), and vegetative biomass (BM). Of these three
variables, vegetative biomass has the greatest importance within SimBA.

6.1 Equations for SimBA Variables

Vegetative biomass (BM) depends on net primary productivity as given in SimBA’s funda-
mental governing equation:

O0BM _ NPP_ BM
ot Tyeg

(6.1)

where 7,., is the residence time of the vegetative carbon and equals 10 years, and NPP (net
primary productivity) is approximated as 0.5« GPP.

The approximation NPP = 0.5 % GPP is briefly justified in [Kleidon (2006)], but some re-
cent studies find that NPP/GPP can deviate considerably from 0.5 ([DeLucia et al. (2007)];
[Zhang et al. (2009)]). Nevertheless, the NPP/GPP = constant parameterization is attrac-
tively simple, and it has been assumed by widely-used productivity models such as CASA and
FOREST-BGC ([DeLucia et al. (2007)]). A scheme for heterotrophic respiration is currently
included in the model as a diagnostic only. The gross primary production formulation is detailed
in the next subsection.

6.1.1 Gross Primary Production

GPP is calculated as the minimum of a water-limited rate and a light-limited rate. (That is,
GPP = min(GPPgnt, GPPyater.) This approach originates in a crop model ([Monteith et al. (1989)])
which was later adapted for forest canopies ([Dewar (1997)]).

Light-limited Gross Primary Production

The light-limited rate, G P P45 follows a light-use efficiency approach (e.g. see [Yuan et al. (2007)])
as follows:

GP-Plz'ght = €luemax * 6(002) * f(Tsfc) * fPAR * SW \L (62)
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where €/yemaz 1S a globally-constant maximum light use efficiency parameter = 3.4x1071% kgC/J,
B(CO9) represents a logarithm-based ”beta” factor effect on productivity for when C'Oy con-
centration deviates from the reference value of 360ppmv (see below), f(Tsy.) is a temperature
limitation function (defined below) which lowers productivity for cold temperatures, fPAR is
the fraction of photosynthetically active radiation that is absorbed by green vegetation (see
below), and SW | is the downward flux of shortwave radiation at the surface (in W/m?).

In equation , the first term on the right hand side, €uemaz, 18 the light use effi-
ciency with respect to the absorbed total shortwave broadband radiation. The value of 3.4
1071% kgC per J (of fPAR * SW |) is derived from the maximum light use efficiency value
of the CASA model, 0.389 gC MJ~! of APAR [absorbed photosynthetically active radiation]
([Potter et al. (1993)[;[Field et al. (1995)]) by using the commonly-used approximations GPP
= 0.5*NPP and SW | = 0.5 * PAR [photosynthetically active radiation] (at top of the canopy).
(Both approximations are made in the CASA model ([Potter et al. (1993)];|Field et al. (1995)])).
The equivalent €yemae value in SimBA would be 3.89 x 10719 kgC/J, but this is lowered to
3.4% 10719 kgC/J to account for the lack of an optimum growing temperature in SimBA, since
the lack of such an optimum causes light-limited productivity to be slightly overestimated for
most regions.

The second term in equation (6.2)), 5(CO), is taken from ([Harvey (1989)]), but incorpo-
rates carbon compensation point as follows:

COQ - CYO2,comp
COQ,ref - COQ,comp
where BF = the carbon dioxide sensitivity or "beta” factor, COs .y = 360ppmv, and CO2 comp

= the light compensation point (in ppmv) (set to zero by default).
The third term in equation (6.2), f(Zss.), is as follows:

B(CO2) =1+ max (0, BF % 1In (

) (6.3)

0 if Ty <0°C
f(Tsfc) = %ﬁ; it 0 < Tsfc < Tcm’t (64)
1 if Ts fc > Tcm’t

where Ty, is the surface temperature in °C, and T, is the "critical” temperature (set to 5°C)
by default) at which temperature is no longer limiting to productivity.

The fourth term in equation , fPAR, is also referred to as ”vegetation cover” (fyeg)
in the model. “fPAR” refers to fraction of photosynthetically active radiation (PAR) that is
absorbed by photosynthesizing parts (i.e. green leaves) of plants. (PAR is the fraction of
incoming solar radiation that is in wavelengths usable for photosynthesis.) In a Beer’s Law
approach, fPAR can be approximated as a function of the leaf area index (LAI):

fPAR =1 — ¢ FveorlAl (6.5)

where k., is a light extinction coefficient (set to 0.5 by default). This same approach is fol-
lowed in the forest canopy and crop models on which SimBA is based ([Monteith et al. (1989)];
[Dewar (1997)]), and it is also used in the formulation of snow-free surface albedo in the
ECHAM5 GCM ([Rechid et al. (2009)]) as well as in SimBA (see section below on surface
albedo).

Water-limited Gross Primary Production

The water-limited rate, GP P, whose equation we derive here, is based on the equivalent
formulation in the forest canopy model of [Dewar (1997)] and follows a “big leaf”-diffusivity
approach. Diffusions of CO, and HyO between leaf and atmosphere are proportional to the
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concentration gradient between leaf intercellular air and atmosphere times the respective dif-
fusivities of these gases. In our “big leaf” model, the canopy is treated as if it were a large
single leaf that is well coupled to the atmosphere. Such strong leaf-atmosphere coupling permits
us to neglect the leaf boundary layer conductance as compared to the stomatal conductance.
Following the appendix section of [Dewar (1997)], we can now write an equation for water-use
efficiency at the leaf scale, geqs:

Ca Ci
eaf = T Avro 1——
Geaf = 160 pD " ca)

where ¢; is the intercellular COy concentration, ¢, is the atmospheric CO5 concentration, VPD
= the vapor pressure deficit between the (presumed) saturated leaf surface and atmosphere,
and the “1.6” term represents the difference in diffusivity between CO5 and HyO due to their

. . . . . . molC .
differing molecular weights. Here, the units are assigned as follows: @eqf is in moifge0) Ci
molHoOm ™ 257

and ¢, are in Pa CO,; VPD is in Pa H,O; and the “1.6” term has units of ——ef29/fecr

molC’Ogm*2571

PaCOq/Paair
PaCO2 molHoO _  PaCOs molHO « RTINS .
Pafl0 molCO, = Pab0 mole (where “Pa air” is pascals of total atmospheric pressure, and

where the last equality holds because there is one mole of carbon in each mole of COy).
Equation (6.6) can be written as mass- rather than mole-based water-use efficiency by

(6.6)

multiplying the right hand side by a conversion factor of 18555%1888:222 5, l.e. by %%.
We call the new left hand side “gnqss” (With units of kﬁlfo):
Ca C;
=—— (1 - — 6.7
qmass 1,6VPD( ca) ( )

Next, we make a simplifying assumption that 7= has a constant value of 0.7 to get

2 03¢,
Qmass = 376V PD

It should be noted that the simplifying assumption that < is constant is not entirely valid.
Although early studies showed that the ratio is largely conserved as ambient CO, is varied (e.g.
[Wong et al. (1979)]; [Polley et al. (1993)]), many recent studies have found significant variance
of the ratio (e.g. from 0.54 to 0.95 ([Brooks et al. (1997)]), such that decreasing £ is associ-
ated with increasing light ([Brooks et al. (1997)]), increasing leaf-atmosphere vapor pressure
deficit ([Morison and Gifford (1983)]), greater soil moisture stress ([Turnbull et al. (2002)]),
and higher canopy position ([Brooks et al. (1997)]). In addition, C, plants tend to have lower
values than Cj plants (e.g. see [Bunce (2005)]), which should thus cause SImBA to underes-
timate productivity in climatic zones which favor C4 plants (warm and dry areas). On the
other hand, at least one other more sophisticated productivity model assumes a constant Cc—a
([Knorr (2000)]).

We can now use ¢qss, Water-use efficiency, from equation to write a large scale ex-
pression for water-limited gross primary production (G P Pygter) as follows:

(6.8)

2
GPPwater = g Gmass T (69)

where T = transpiration (in kgH,0O m™2s7!), and GP P4, has units of kgCm=2s71.

Next, we assume, as is also done in the original MOSES land surface model for the no-wet
canopy case ([Cox et al. (1999)]), that transpiration’s contribution to total evapotranspiration
(ET) equals the vegetative cover fraction, f,4, i.e. that

T =ET  f,, (6.10)
(Recall that we define f,., = fPAR =1 — e fve9*LAL i SimBA.)
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Next, we substitute in equations and (6.10) into equation ; use the conversion
co = P *co2*107% where P and ¢, are atmospheric pressure and atmospheric carbon dioxide
partial pressure, respectively (in Pa), and where co2 is the atmospheric carbon dioxide concen-
tration (in ppmv); and use a reference density for HoO of 1000 kg m™ to get our final form
equation for water-limited gross primary production:

co2conv x P x fueq % ET % (0.3 % co2)
VPD

where co2conv = 4.26 * 107*, ET is evapotranspiration (in m—;g), and GPP g is again in
kgCm=2s71.

The above GPPj;gn; and GPP 4, formulas rely on vegetative cover fraction (f,,) (which
equals fPAR), and f,., is a function of LAIL. The next subsection describes how these are derived
in SimBA.

GPPyuter = (6.11)

6.1.2 Vegetative Cover

The vegetative cover f,, of the land surface, that is the fraction which is covered by green
biomass (leaves), is computed as the minimum of an water-limited value f,, ., and a structurally
limited value fyeq s

fveg = min (fveg,w; fveg,s) (612)

The water-limited vegetation cover f,ey. is computed from the soil moisture W,; as:

fveg,w - fWSO“ (613)

with the function fy, ., given by:

Wsoz’l /Wmam

Wcrit >> (614)
where Wiy = 0.25 and W4, is the biomass-dependent soil "bucket” depth (see below for
derivation). This water limitation function, fy ., ., is motivated by the fact that water stress for
plants sets in at a critical value W,,;;. For simplicity, a fractional water content is used rather
than a specific matric potential which would reflect the permanent wilting point. Other land
surface models use a similar approach (e.g. |Albertson and Kiely (2001)])

The structurally limited vegetation cover f,q s is obtained from a structurally limited max-

imum leaf area index LAI,, as follows:

stoil = mln (17 max (07

foegs =1 — exp (—kyeg LALy) (6.15)

which is sustained with the present amount of biomass:

2
LAIL, = 0.1+ — % LALyq, * atan(cyeg, * BM) (6.16)
T

where LAI,,., represents the theoretical LAI that is approached as biomass becomes infinitely
large, and with the values for LAlL,,, = 9 and ¢y, = 0.25 giving the best fit to the old scheme
used in earlier versions of SImBA for mid to high biomass (BM) values, while maintaing realism
for low BM values. (See notes at end of section on forest cover for more info on how LAI
parameterization was developed.)

LAI = —% inputs back the effect of water limitation to LAI. As a final note, in
the scheme presenged here, LAI follows drought-deciduous phenology, but it does not follow
winter-deciduous phenology.
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6.1.3 Forest Cover

Forest cover is an influential variable in the model. In SimBA, forest cover refers to non-
prostrate woody vegetation which sticks out above the snow pack. Only forest cover contributes
to surface roughness, and only forest cover lowers the snow-covered surface albedo relative to
that of snow-covered bare soil. Non-forested but vegetated land acts the same as bare soil with
respect to surface roughness and snow-covered albedo.

Forest cover (F) is parameterized as follows:

atan(BM — cyeg,) — atan(Cyeg, )

F = 0.1 + max(0, ) (6.17)

0.5 — atan(cyey,)

where Cyeg, + Cueg, = ferit, Where fe,q is defined as the biomass threshold at which forest cover
begins to rise above zero.

Cveg, and cCyeg, are currently set at 2.9 and -1.9, respectively, and thus fe;; = 1.0 kg m2.
Cveg, 18 chosen to be near 3.0, which was the analogous value for the previous version of SimBA,
thus giving an excellent fit between new and old forest cover parameterizations for biomass

values above 3 kg m™2.

How f..,; Was Chosen

Based on NPP and ecosystem type model data ([McGuire et al. (1992)]; |[Cramer et al. (1999)]),
it was estimated that woody shrub cover begins to occur at circa 100 g per m? per year of NPP
in the real world, which equals 1 kg of biomass per m? in Simba under steady state conditions.
This is a rough estimate, because forest cover is not solely a function of NPP.

More on the Basis for the Biomass-LAI and Biomass-forest Cover Relationships

The relationships were based more on NPP than on biomass. NPP data from [McGuire et al. (1992)]
and |Cramer et al. (1999)] was converted into biomass data by using the steady state approx-
imation NPP =~ %, which is obtained when the LHS of equation is approximately 0
over long time scales. Forest cover and LAT were related by using the land surface dataset

for the ECHAM GCM (|Hagemann (2002)]). Note that [Hagemann (2002)] apparently does
not consider woody shrub cover to be partial forest cover, as does SimBA, and this was taken
into account in creating the two formulations. Finally, LAI data for some arctic and mountain
ecosystems ([Bliss et al. (1981)], p.195 and p.219) was also used to calibrate this part of the
model.

6.2 Derivation of Land Surface Parameters

6.2.1 Soil Water Holding Capacity

We informally refer to it here as soil “bucket” depth. The general idea behind this formulation
is that the bucket depth increases as the root biomass increases. This dependence on root
biomass has been incorporated into other simple land surface schemes (e.g. ENTS for the
GENIE climate system model ([Williamson et al. (2006)])).

The non-linear relationship between biomass and bucket depth (W,,4;) is due to the non-
linear dependence of an intermediate variable, Vsoil, on biomass. The Vsoil-biomass relation-
ship was originally designed to be perfectly analogous to the forest cover-biomass relationship,
except for the former’s using root biomass and the latter’s using ”shoot” biomass. This updated
version of SimBA maintains essentially the same Vsoil-biomass relationship, except that now
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it depends on total biomass. (Note: the code can be easily modified to account for root-shoot
partitioning different than the implicit 0.5 value.) Here is the Vsoil-biomass equation:

atan(BM — cyeq,) — atan(—cueg,)

Vs0il = min(1.0, max(0, ) (6.18)

0.5m — atan(—cyeq,)

where ¢, , is set to 3.0 by default.
Next, soil bucket depth, W,, .. depends linearly on Vsoil as follows:

Winaz = Winazmae * VS0l + Winaa, . % (1 — Vsoil) (6.19)

where W4z, = 0.5 is the theoretical soil bucket depth as biomass becomes infinitely large
and W4, . = 0.05 is the soil bucket depth when biomass = 0 kg m™2 (i.e. for bare soil).
Each bucket depth has a unit of meters in the model, and the given values for W,,4,,... and
Winax,,., are taken from [Kleidon (2006)].

6.2.2 Surface Albedo

Surface albedo is first calculated for snow-free conditions, and then it is modified if there is
snow. Solar zenith angle dependence, diffuse-direct radiation distinction, and the dependence
of bare soil albedo on soil moisture content are all neglected.

Snow-free Surface Albedo

This formulation is identical to that used in ECHAMS5 ([Rechid et al. (2009)]) and is as follows:

Asnow—free = Afully—leaved * fveg + Abare * (1 - fveg) (620)

where “A” denotes albedo; “fully-leaved” and “bare” denote conditions of infinite LAI and zero
LAI, respectively; and f,., is vegetation cover (as before) = 1 — e *ves*EAl " where k., is -0.5 as
before. A fuiiy—teaved and Apqre are currently set to 0.12 and 0.30, respectively.

It is important to note that snow-free albedo depends only on leaf area index (LAI) and

not on forest cover. Stems and branches, etc., are tacitly assumed to have the same albedo as
bare soil, 0.3.

Surface Albedo when Snow is Present

The grid cell is divided up into a forest-covered part and non-forest covered part. Non-forest
cover is a mixture of prostrate vegetation (e.g. grass, non-shrubby tundra) and bare soil. The
albedo of snow-free non-forest cover is mixed in with that of deep snow concurrent with the
snow depth as follows:

snowdepth
snowdepth + 0.01

ANF = ANano'Luff'ree + (ASTLOH) - ANanowffree) (621)

where “NF” denotes non-forest cover, A, is the albedo of deep snow, and snowdepth is in
meters. Note: the albedo of the snow-free non-forest cover is tacitly taken to equal the albedo
of the entire grid cell under snow-free conditions.

Deep snow albedo, Agy,o, lowers with increasing surface temperature (Tyy.) as follows:

Asnowmaw if Tsfc < -10 °C
Asnow = 3 Asnownin + (Asnowmas = Asmownin) (i) 1 =10°C < Type <0°C - (6.22)
Asnowmin lf Tsfc - O OC
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where Agow,,.. = 0.8 and Agno,,,, = 0.4.

Forest cover (again denoted by “F”) is modeled to protrude from the snow pack and mask the
snow beneath it. For simplicity, the forest-covered portion of the grid cell is assigned the same
albedo, Ap,, ., regardless of surface temperature or the amount of snow accumulation. Ag,, . is
assigned a default value of 0.20 in the model. Earlier versions of SimBA had Ag,,,,, = 0.35. The
lower value of 0.20 has been adopted for a number of reasons: it is used in the ECHAM GCM
for fully snow-covered evergreen forests (|[Roesch et al. (2001)]; [Roesch and Roeckner (2006)]);
and it is closer to satellite ([Gao et al. (2005)]) and field (|Betts and Ball (1997)]) measurement
values, particularly when the trees are not cold winter-deciduous (as is the case in SimBA).

Finally, the albedo “A” for the entire grid cell, is taken to be the linear combination of the
respective albedos for forest-covered (F) and non-forest-covered (NF) fractions:

A:AFSnow *F—'—ANF*(l —F) (623)

6.2.3 Surface Conductance

Also denoted as “rhs” or as “surface wetness” within the model, we denote it here as “C,,”.

Cw = pgs * fw.,, (6.24)

where fyy_, is taken from equation and represents a water stress factor due to reduced
soil moisture content, and pgs represents the surface conductance achieved under non-water-
stressed conditions. The default value for pgs in the model is 1.0. Finally, as a correction from
previous versions of SimBA, C,, is set to 1.0 regardless of fy, , when snowcover > 0, to take
into account the presence of sublimatable snow at the surface.

6.2.4 Surface Roughness

Surface roughness is taken as a non-linear combination of roughness due to orography and
roughness due to vegetation. As mentioned earlier, surface roughness due to vegetation is a
function of forest cover only. Hence, no increase in surface roughness occurs as biomass goes
from 0 kg m~2 to 1 kg m~? (the value at which forest cover commences). We denote surface
roughness due to vegetation as zg ., and formulate it as follows:

20veg = F % (ZO,F) + (1 - F) (ZO,NF) (625)

where “F” and “NF” denote “forest cover” and “non-forest cover”, respectively; 2o xr=0.05 m,
the vegetative surface roughness in the absence of forest cover; and zy p=2 m, the vegetative
surface roughness when fully-forested (i.e. when F = 1).

Finally, surface roughness of a grid cell, zy, is formulated as follows:

20 = \/ZO,veg2 + ZO,oroz (626)

where 7 o, is the surface roughness due solely to orography.
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Chapter 7

Model Description

The sea ice model is based on the zero layer model of [Semtner (1976)]. This model computes the
thickness of the sea ice from the thermodynamic balances at the top and the bottom of the sea
ice. The zero layer assumes the temperature gradient in the ice to be linear and eliminates the
capacity of the ice to store heat. Nevertheless, it has been used successfully in areas where ice
is mostly seasonal and thus relatively thin (< 1m) [Beckmann and Birnbaum (2001)]. Thus,
the model is expected to perform better in the Southern Ocean than in the Arctic, where
multiyear, thick ice dominates. Sea ice is formed if the ocean temperature drops below the
freezing point (set to 271.25 K) and is melted whenever the ocean temperature increases above
this point. The prognostic variables are the sea ice temperature T;, the ice thickness h; and
the ice concentration A, which in the present model is boolean: A given grid point is either ice
free (A = 0) or ice covered (A =1).

Freezing and melting of sea ice releases just the right amount of latent heat of fusion to close
the energy balance with respect to the total heat flux @ in the mixed layer [Parkinson and Washington (197

Oh;
Q + pi Lia =0, (7.1)

where p; is the density of sea ice and L; denotes the latent heat of fusion of sea ice. Stan-
dard parameter values are given in Table [7.1] [Parkinson and Washington (1979)] Thus, the
prognostic equation for the sea ice thickness is given as

oh;  —Q
ot piL;

(7.2)

It is assumed that melting of sea ice takes place from above only, while freezing takes place
at the lower side of the ice floe.

Basic equations

In the presence of sea ice, the heat fluxes are defined as follows. The total heat flux @ (W m™2)
is given as

Q=0Qu+Qc+Q, +0Q, (7.3)

where ), is the atmospheric heat flux, Q. is the conductive heat flux through the ice, @,
denotes the oceanic heat flux and @ is the flux correction. The atmospheric heat flux

Qa _ { OFT + L +Rs7¢ +R8,T +Rl7¢ +R1,T if T, > Tf, (74)

if T, <Ty.
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is the sum of sensible (F7r) and latent heat flux (L), the incoming and reflected short wave
radiation (Rs | Rs+) and the long wave radiation (R;). It is set to zero in the case of freezing,
where the conductive heat flux applies (see below). The conductive heat flux through the ice

0 it T, > Ty,
Qe = K : (7.5)
T,—T;) if T,<T;.
¢ ) i T <T;

is set to zero in the case of melting ice, as the ice melts at the top. & is the mean conductivity
of the sea ice floe and snow cover (with depth = hy), computed as

g o= Ml T Rahy (7.6)
h; + hs

where k; and k4 are the conductivities of sea ice and snow, respectively.

Commonly, the oceanic heat flux (), is parameterized in terms of the difference between the
freezing temperature and the temperature of the ocean (mixed layer or deep ocean). @, sets an
upper value for the ice thickness and, thus, limits the ice growth. However, to avoid artificial
sources or sinks of heat the oceanic heat flux @), is set to zero in the present model. The ice
thickness is limited to a prescribed value h,q, (default = 9m) by setting & = 0 (i.e. Q. = 0)
for h; > hpnae-

The flux correction Q, if applied, is used to constrain the sea ice to a given distribution. It
is obtained from the (monthly) climatology of an uncoupled (prescribed ice) simulation as

hclim - hz >
At
where hgn, is the (prescribed) climatological ice, At is the models time step and < ... >
denotes a climatological (monthly) average.
In the case of melting, the ice thickness may become negative if the energy available for
melting is greater than needed to melt the present ice. Then, the surplus energy is heating the
sea water, setting the surface temperature to

pi Li h;

T, =T, — P27
/ Pw CpS hmzw

: (7.8)

Ice formation, freezing and melting

If the surface temperature of open ocean water is below the freezing point, sea ice is formed.
The heat flux available for freezing is given as

o Pw Cpy, hml B
Qr = Lottt (7, 1) (7.9

where p,, is the density of sea water, ¢,, is the specific heat of sea water and h,,; denotes
the mixed layer depth. The thickness of the new formed ice sheet is calculated by setting
Q = Q5 + Q in . Since the model differentiates only between no ice and full ice, a
minimum ice thickness h; i, (default = 0.1m) needs to be present before a grid point is treated
as ice covered (compactness A = 1). If h; is less than A, the heat flux @, + Q is used to
build (or melt) ice. If h; > h; min a ice surface temperature (7;) is computed (see below) and,
if T; < T¥, ice growths according to Q. + Q. Ice is diminished if the ice surface temperature
would be above freezing point.
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Sea ice temperature

If a grid point is covered by sea ice (i.e. h; > himin) a sea ice surface temperature 7; is
calculated from the energy balance at the ice surface. To avoid numerical problems (due to
large changes of T; within one time step), the energy balance equation is solved for an upper
layer of the ice/snow column which has a heat capacity, ¢, similar to that of h; ., pure ice

p’
(¢ = himinCp, pi):

LOT; B ol
Gy ~@=0= 1= C; (7.10)

where Q, = Q, + Q. with @, as defined in (7.4) and Q. from (7.5). Eq. (7.10)) is solved

using an implicit formulation for the conductive heat flux Q..

Snow cover

If a grid point is covered by sea ice, snow fall is accumulated on top of the ice. Snow cover
effects the albedo and the heat conductivity (according to eq. (7.6)). Snow is converted to
sea ice if there is sufficient snow to suppress the ice/snow interface below the sea level. The
conversion conserves mass. The new ice (k") and snow (h2¢") thicknesses are given by:

hy + pihi
e N (7.11)
Pu
prev = Lo Pipnew (7.12)
Ps

Where p,, and ps are the densities of sea water and snow, respectively.
If the surface temperature is above freezing point, first the snow is melted, then the ice.
Snow melts according to
dhs Qg

dt B Ps Lsn7

where p, (kg/m?) is the density of snow and Ly, (J/kg) is the latent heat of fusion of snow.
If the atmospheric heat flux is so large that it melts all the snow, then the remaining energy

melts ice via (7.2)).

(7.13)
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Parameter Symbol Value Reference

density of sea ice Pi 920 kgm ™ Kiehl et al. [1996, p. 139]
density of snow Ps 330kgm™3 Kiehl et al. [1996, p. 139]
density of sea water® Puw 1030 kg m~3

latent heat of fusion (ice) L; 3.28 x 105 Jkg™! Kiehl et al. [1996, p. 139]
latent heat of fusion (snow) Ly, 3.32 x 105 Jkg™! Kiehl et al. [1996, p. 139]
heat conductivity in ice Ki 2.03Wm ' K~! Kiehl et al. [1996, p. 139]
heat conductivity in snow Ks 0.31Wm™'K~!  Kiehl et al. [1996, p. 139]
specific heat of sea ice Cp; 2070 Jkg ' K=!  Kiehl et al. [1996, p. 139]
specific heat of snow Cp, 2090 Jkg ' K=!  Kiehl et al. [1996, p. 139]
specific heat of sea water Cpuy 4180 Jkg ' K!

freezing point of seawater ¢ T 271.25 K

ocean water salinity Sw 34.7 psu

Table 7.1: Thermodynamic parameter values.® at S=34.7
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Chapter 8

Surface Data

A set of surface data is provided to serve as input for PlaSim in 3 resolutions: T21, T31 and
T42. The file names begin with Nxxx, where xxx gives the number of latitudes of the respective
resolution. The "mm” indicates monthly mean values (further explanation see below):

T21:

file name abbr. unit variable name

N032_surf 0129.sra  sg m?/s? surface geopotential orography
N032_surf 0169.sra  tsa K mm  surface temperature accumulated
N032_surf 0172.sra  Ism fract. land sea mask

NO032_surf 0173.sra  z0 m roughness length

NO032_surf 0174.sra  alb fract. mm  albedo (surface background albedo)
N032_surf_0199.sra  vegc  fract. mm fractional vegetation

N032_surf_0200.sra  lai mm  leaf area index

N032_surf_0210.sra  sic % mm  sea ice cover

NO032_surf_0212.sra  vegf fract. forest ratio

NO032_surf_0229.sra mrfc m maximum soil water holding (field) capacity
N032_surf 0232.sra  glac fract. glacier fraction

NO032_surf_1730.sra  z0t m roughness length due to topography
NO032_surf_1731.sra  z0v m roughness length due to vegetation and land use
N032_surf_1740.sra  albs fract. bare soil albedo

NO032_surf_1741.sra  albv fract. albedo due to vegetation

T31:

file names begin with: N048

T42:
file names begin with: N064

The format of the files is "service ascii”. They are opened as FORMATTED files and can
be read as:

integer :: ih (8)
real  :: field (nlon,nlat)

open(filenr,file="N....sra’ form="FORMATTED’)
read(filenr,*) ih
read (filenr,*) field
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As the files contain formatted data, any text editor could be used to view or change the
data as well.
The data of tsa (code 169), alb (code 174), vegc (code 199), lai (code 200) and sic (code 210)
are stored as 14 monthly mean fields (indicated by the "mm” in the table above): Jan to Dec
are months 1 to 12 with Dec duplicated as month 0 and Jan duplicated as month 13.
All other files contain one yearly mean field.

8.1 Source

The data are obtained from four different sources:

8.1.1 codes: 174, 199, 200, 212, 229, 232, 1731

These data are obtained from the LSP dataset of the U.S. Geological Survey, which is based
on a 1km global distribution of major ecosystem types.

They are part of a dataset provided by Stefan Hagemann, MPI Hamburg in T21, T31 and T42
resolution. A detailed description can be found in two MPI scientific reports

[Hagemann et al. (1999)] and [Hagemann (2002)].

The values refer to the land part of the grid box.

8.1.2 codes: 173, 1730 and 129, 172

The data of the "roughness length due to topography” and therefore the total roughness length
as well are not included in the above mentioned dataset. z0; (code 1730) was calculated by MPI
Hamburg (and provided by Uwe Schulzweida) as ECHAM input from the GTOPO30 dataset
of the U.S. Geological Survey (http://eros.usgs.gov), which is regularly spaced at 30-arc
seconds (app. 1km). The method is described in [Tibaldi and Geleyn, (1981)].

20 (code 173) is calculated using:
20 = /207 + 202 (8.1)

according to |[Hagemann et al. (1999)].
The surface geopotential (= g* Topography [m]) and the land sea mask are also derived from
the GTOPO30 dataset. An area-true interpolation to the Gaussian grid is used.

8.1.3 codes: 1740, 1741, 174

The data were provided by Diana Rechid, MPI Hamburg, as global fields with 0.5° resolution.
A description on the method is available at |Rechid et al. (2009)] and [Rechid et al. (2008)].
The values refer to the land part of the grid box. They base on MODIS satellite data of the
years 2001-2004 and do not represent land use change.

The soil albedo and the vegetation albedo are given as one yearly field. The albedo (code 174)
is calculated from those two parts and from the monthly mean values of lai (code 200) to get
a yearly cycle.
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8.1.4 codes: 169, 210

The sea ice cover and the surface temperature are calculated from the AMIP-II boundary
condition dataset (http://www-pcmdi.1llnl.gov/projects/amip) as multi year monthly mean
values over the whole time period (1870-2006). The surface temperature is given in AMIP-II
as sea surface temperature which is also defined for land points in order to enable land sea
mask modifications without changing the SST field. The data were provided by Karl Taylor,
PCMDI, on Gaussian grid in resolutions T21, T31 and T42.

8.2 Modification

The fields described above (except codes 129, 172, 169 and 210) are composed of useful values
on land points and missing values or dummy values on sea points. The land sea mask of the
data does not match the (currently) used land sea mask of PlaSim exactly, and probably the
PlaSim land sea mask will be changed slightly for some simulations. To avoid the problem that
some land points might not get proper values of surface data, we decided to extend the land
point values to the sea points.
This is done as follows:
All gridpoints with:

value .1t. 0.0001 .AND. Ism .le. 0.005

are considered as changeable sea points.

The walue is replaced by the value of the left and/or right neighboring point. Therefore the
neighboring point has to meet the requirements:

value .ge. 0.0001 .OR. Ism .gt. 0.005

If only one neighboring point fulfills this condition, the value is taken,
if both neighboring points fulfill this condition, the average of their values is taken,
if no neighboring point fulfills this condition, the value stays unchanged until the next iteration.

ATTENTION: For this reason the resulting fields have to be modified by the used land sea
mask to mask out the values on sea points!!!

Additions / Exceptions:

1. lower limit for z0 (code 173) and z0t (code 1730) is set to 0.0001m

2. lower limit for ”Maximum soil water holding (field) capacity” (code 229) is set to 0.001m,
units are set to [m] (from [mm]).

3. threshold value (for gridpoints to change, see above) for z0 (code 173) and
albedo (codes 1740,1741,174) is set to 0.5 instead of 0.005

4. only for T31-fields: for vege (code 199) and lai (code 200), the threshold value
for Ism is set to 0.5 instead of 0.005

8.3 Examples

As an example the fields in T21 resolution are shown. For sg, tsa, Ism and sic the whole fields
are plotted, for all other fields only gridpoints with Ism > 0.005, which are considered as land
points.

For alb, vegc, lai, tsa and sic the fields of January and July are shown.
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land sea mask [fract.] orography [m]
code 172 code 129

0 0.0050.1 02 03 04 05 06 07 08 09 1 0 500.1 1500 2000 2500 3000 3500 4000 4500 5000
surface temperature accumulated [°C] Jan surface temperature accumulated [°C] Jul

code 169 code 169

0 3 6 9 12 15 18 21 24 27 30

sea ice cover [%] Jan sea ice cover [%] Jul
code 210 code 210

180 120W 60w 0 60E 120E 180 180 120W 60W 0 60E 120E 180

0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
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forest ratio [frac.] roughness length [m]
code 212 minimum = O. code 173 minimum > 0.004

= [ T T 1]

0.0001 0.1 0.2 03 04 05 06 07 08 09 1 0.00010.2 04 06 08 1 12 14 16 18 2
roughness length due to topography [m] roughness length due to vegetation and land use [m]
code 1730 minimum set to 0.0001 code 1731 minimum = 0.0002

ON ON

0.0001 0.2 04 06 08 1 1.2 14 16 18 2 0.0001 0.2 04 06 08 1 1.2 14 16 18 2
fractional vegetation [frac.] Jan fractional vegetation [frac.] Jul
code 199 minimum = O. code 199 minimum = 0.

180 120W 60w 0 60E 120E 180 180 120W 60W 0 60E 120E 180

0.0001 0.1 02 03 04 05 06 07 08 09 1 0.0001 0.1 0.2 03 04 05 06 07 08 09 1
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leaf area index Jan leaf area index Jul
code 200 minimum = O. code 200 minimum = O.

0000101 05 1 2 3 4 5 6 7 8 9 10 0000101 056 1 2 3 4 5 6 7 8 9 10
bare soil albedo [fract.] albedo due to vegetation [fract.]
code 1740 minimum = 0.07 code 1741 includes missing values minimum = 0.007

180 120w 60w 0 60E 120E 180

0 0.1 0.12 0.14 0.16 0.18 0.2 03 0.69 0 0.1 0.12 0.14 o0.16 0.18 0.2 0.3 0.69
background albedo [fract.] Jan background albedo [fract.] Jul
code 174 minimum = 0.07 code 174 minimum = 0.07

0 01 0.12 0.14 0.16 0.18 0.2 0.3 0.69 0 0.1 0.12 0.14 o0.16 0.18 0.2 0.3 0.69



8.3. EXAMPLES 7

glacier fraction [frac.] Maximum soil water holding (field) capacity [m]
code 232 minimum = 0. code 229 minimum = 0.001

0.0001 0.1 0.2 03 04 05 06 07 08 09 1 0.0001 0.1 0.2 03 04 05 06 07 08 09 1
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